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INFORMATION TECHNOLOGY WORKSHOP

EXECUTIVE SUMMARY

The purpose of the Workshop, in bringing 5 The level of research funding is far too
together research leaders in the information low to support adequately the capabili-
industry, was to meet an important specific ties that exist and the maintenance of a
recognized need for identifying appropriate national leadership position.
areas of research, developing a sense of direc- Research subjects of great importance and
tion for this research, and developing research promise for achievement in each of the six top-
agenda for the next 5-10 years in the fields of ical areas addressed are:
computer science, computer engineering, and
informaticn science. I Artificial Intelligence: The recognition

The Workshop addressed six topical areas, of the intent of speakers, the relation- - -

summarized below, in as much depth as possi- ships between sentences in continuous

ble. Some important topics were not covered discourse, the nonlinguistic aspects of the
and the participants recommended that a sub- situation of utterance, and models of the

sequent workshop be organized to deal with beliefs and goals of the communication

them. agents; interactively and automatically
analyzing an existing knowledge base,

There were expressed several threads of con- isolating errors, inference methods,
cern by all of the Workshop groups, as follows: machine learning, machine self-control

I A severe shortage of research naipowcr ~ of problem-solving, the representation of

exists particularly in universities, in the knowledge, and user interfaces.

fields embraced by the Workshop. Sig- 2 Distributed Computing and Networking,
nificant improvement is not expected Reliability, privacy and security, distri-
during the next several years and the bution and sharing, accessing resources
lack of a "critical mass" in some special- and services, distributed databases, net-
ties portends undesirably slow research work research, design tools and metho-
progress. A major government- dology, and theoretical foundations.
industry-university effort is needed to
deal with this problem. 3 Highly Parallel Computing- Parallel

software and the parallel formulation of
2 There is still a shortage of sc;ence and significant problems, memory and

engineering to serve as a base for applied input/output systems for parallel archi-
research and development. tectures, and the simulation or emulation

3 There is an increasii.g need for being evaluation of detailed models of proposed

able to customize rapidly a computer architectures. _

system with novel architectures for 4 Information Science: Simulation of
specific areas of research. This need is complex categorization algorithms of a
driven by applications involving words, highly parallel nature, determination of
as well as numbers. The counterpoint to the critical elements of biological
this need is an increased ability to make categorization algorithms to guide
efficacious use of complex computer sys- machine experiments, the role of data-
tems that can now be constructed. bases of text and images in adaptive

4 There is a paucity of large-scale com- information processing strategies, and

puter systems in universities. The lack the treatment of databases possessing
of access to such systems by university uncertainties and omissions.
researchers is hindering research pro- 5 Research in Support of Some Major _

gress, both experimentally and theoreti- Use Areas: Language and process
cally, in all the topical areas which this development in office automation;
Workshop addressed



improved methods for manipulating huge 6 Robotics: Languages for specifying

numbers of images, alternatives to digi- robot tasks, the planning of actions and

tal image representation, the attainment motions, the creation of geometric
of higher processing speeds; software models of cxmplex objects and environ- -

productivity; and large-scale testbeds for ments, universality of robot mechanisms,
computer-aided design and manufactur- easily used robot programming systems,
ing. better sensors (including multi-image

vision systems), locomotion, and compu- " .4
terized replanning techniques.
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INFORMATION TECHNOLOGV WORKSHOP
INTRODUCTION

The frenetic activity world-wide in the field of information Dr. Jacob T. Schwartz entitled. *Re~tarch in Computer
technology, in which the United States has occupied a Science: Influences, Accomplishments. Goals,* followed
position of leadership, has expanded the horizons of those by a detailcd presentation by Dr. Kent K. Curtis on the
working in the field and of those who apply, or se* to question, 'Computer Manpower - Is There a Crisis?"
apply the fruits of a cascade of new achievements. -The The decision as to topics to be addressed, the format of the
U.S. position of leadership in information technology is Workshop, the location and timing of the Workshop, and
being challenged as never before. The central question the development of an invitation list of participants were
that capsules the purpose of the Workshop is: made by a Steering Committee whose efforts were key to

What areas of research are most important to s-stain the any success achieved. 0
vitality of this crucial sphere of national life -- with conse- Areas that were considered for inclusion in the Workshop
quences for the economy and national security? are:
Since theoretical and experimental research has been the Machirt Intelligence Software Productivity Optical
foundation for leadership in this field, the National Si- Storage l'.ki.ramming Languages Pattern Recognition and
ence Foundation deemed it desirable for a workshop to be Image Processing Theory.
held to meet an important specific recognized need in
planning for future research. Thus, the Information Tech- These topical areas were eliminated, not because of their
nology Workshop evolved and was sponsored by the lack of importance, but to enable the Workshop to per-
National Science Foundation in collaboration with the form its task in greater depth. Another Workshop to
Department of Defense. address these, and possibly other areas, was viewed as

desirable.
The Workshop brought together invited leaders of the

information industry under the sponsorship of the National
Science Foundation in collaboration with the Department
of Defense. In addressing the expressed need, the
Workshop was charged with identifying appropriate areas
of research, developing a sense of direction for this
research, and developing research agenda for the next 5-10
years in the fields of computer science, computer engineer-
ing. and information science. Participants were expected
to be mindful of efforts being made in other countries.
particularly the Fifth Generation Computer project in
Japan. The effort, reported herein, addressed the follow-
ing six topical areas in as much depth as possible:

Artificial Intelligence
Distributed Computing and Networking.
Highly Parallel Computing
Information Science * 0
Research in Support of Some Major Use Areas .-

Robotics..

Working papers were prepared and distributed in advance
of the Workshop. Each of the six groups was given the
task of preparing a report that represented a consensus of
the participants and was asked to include consideration of
the following matters:

An assessment of the state-of-the-art;

An enumeration of problem areas (with respect to
current capabi!ity and in the realm of theoretical
development);
An enumeration of oppoctunities estimated to be .
fruitful;

A recommended plan for the next 5-10 years, as
wel as some more futuristic ideas;

An assessment of the magnitude of human and
physical resources that will be required; and

Recommendatios concerning the needs for and the
mechanisms for university-industry-government
efforts.

The Workshop opened with a Keynote Paper delivered by

EL9
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INFORMATION TECHNOLOGY WORKSHOP
SUMMARY OF FINDINGS AND RECOMMENDATIONS

The six topical areas addressed during this Workihop do shallow* inference rules;
not span all those of concern to the information industry. c machine learning.
Indeed. the participants expreased the need for a future

Workshop be held to deal with several other topics in 2 Research needs to be pursued in the areas of:
depth. Research thrusts in the six areas deeiwd to be of
important concern and advantage to pursue during the a the representation of knowledge;
nex: 5-10 years were developed and are summarized b inference methods:
below. together with statements of need to facilitate thisresearch. c meta-level architecture for the construction of pro.

grams that ca:n explicitly reason about and control

In this undertaking, the maintenance of a leadership posi- their own problem-solving activity;
tion for the U.S. in information technology was a major d user interfaces.
stimulus; particular cognizance was taken of the Japanese
Fifth Generation Computer program. It was generaily Progress in Al is impeded by an extreme shortage of man-
recognized that a very significant collaborative effort needs power and equipment, both at universities and at labors-
to be mounted among government. industry, and universi- tories that do Al reserch. The shortage of researchers is
ties to achieve this objective, not likely to be alleviated for several years. A number of

The findings and recommendations of the six Workshop recommendations are made for dealing with these prob.
groupare dinst forthbeltolems to increase the rate of research progress in the nextgroups are set forth below. tnyasten years.
. Artificial Intelitgence I. Distributed Computing and Networking

Emphasis was placed on: (I) natural language access to Fast-moving technology will result in the creation of
databases and providing output in a natural language; and, multi-million-mode computer networks by the end of the
(2) expert systems - high-prfarmasce programs in corn- decade. accomparied by eaormous opportunities for
plex domains. Successful research will result in such creative use. It will reader obsolete much of what is now
machine characteristics as common sense, the ability to known about designing and controlling systems.
learn from experience, the ability to accept, generate, and
act appropriately on natural language input, and percep- Among the areas of major importance are:
tion and general situation assessment. Artificial intelli- I f
gcrice (Al) research is central to the Japarse Fifth Gen- I Theoretical foundations
cration Computer effort. 2 Reliability
In the natural language area, the following recommenda- 3 Privacy and security

twons are made: 4 Design tools and methodology

I A broad range of basic rescarch support is a=n- 5 Distribution and sharing

tial; there is sti!? a shortage of science on which to 6 Accessing resources and services
base natural language system engineering. 1 User environment

2 Novel supercomputer architectares that take Al 8e
needs into account are ne ded; current supercom- 8 Distributed databases
purers arc number crunchcrs that arc of little use 9 Network research.
or interest to Al. Resource problems are:

3 The most active current areas of research, and the
most promising for new breakthroughs, are the I Level of funding
recognition of the intent of speakers and the rela- 2 Manpower and education
tionships between sentences in continuous discourse, 3 Facilities
taking into account the stnicrure of Zhe preceding

discourse, the non-linguistic aspects of the situation Specializing on the facilities issue. it has been amply
of utterance, and models of the beliefs and goals of demonstrated that hardware, software, research, and
the communication agents. development are genuine experimental sciences, and that

design ideas must be experimentally validated. There is a
In the expert systems area, the following recommendations total lack of experience with larger (greater than 1,000-

processor) systems and it is vital to have experimental
I Near-term research problems on knowledge testbeds on which algorithms can be validated- This is ar I

acquisition and learning include: especially fruitful area for industry-university collabora-
tion.

a interactively and automatically analyzing and vali- Ill ffighlv Parallel Computing
dating an existing knowledge base;

Parallel computing can overcome the basic physical con-
b isolating errors. straints of uniprocessors, limitations which preclude the

Longer-term research includes: effective application of computing to problems of great

a inferring new inference rules from problem solving economic importance and of national security concern.
experience: Parallel computing is a syslems issue. The state-of-the-art

b compiling "dccp knowledge into more efficient for parallel software and parallel formulation of significant



problem lap stud or parallel architecture The issues of their co.plifg. and rsaearch rccommendallo are as
of memory and I/O systems for parallel architectures lag follows:
the concepts of sarallel computin engnes.theconeps o pralel omutig asio.I Office Awloration - likely to be tightly coupled to
The current bottleneck to progress is the difficulty of exe- cput omation sientet
cuting significant experimental studies which are e spatialu e a d nomaton sc ins
to evaluation of total system concepts. To overcome this Language and process development remains as a central
bottleneck, it is recommended that there be established: issue; there are few effective ways for computer-naive pro-

fesnionals to express their domain-specific needs to the
I Facilities for the development and evaluation of powerful engine in front of them. Applications languages

feasibility prototypes of systems where modeling and development tools are major research items.
has established design merit. ': :.2 Pattern Recognition and Imagt Processing - likely

2 Facilities based on exL-ting parallel processor sys- to be tightly coupled to computer engineering.
terns fo- development and evaluation of algorithms Areas f research are:
and problem formulations. a Highly parallel architectures to achieve

3 Computer facilities to support simulation (or emu- higher speeds;

lation) evaluation of detailed models of proposed b Systematic and rapid mapping of architec-
architectures, tural alternatives into VHSIC and VLSI

The recurring funding for there facilities and projects hardware:
should, after a build-up period, reach $50,000,000 per c The storage and retrieval of huge numbers
year. A government-industry.university partnership is of images in back-end databass;
envisioned. d More efficient digital representations and
IV. Information Science languages for them;

Provision of research support funds at n rate signi- e Exploration of alternatives to the digital
ficantly in excess of the inflation rate. General representation and processing of in"Lges.
areas in need of increased support are theoretical 3 Software Productivity - likely to be tightly coupled
information science and behavioral aspects of infor- to computer and information science.
mation transfer programs.

2 Establishment of a CENTER FOR THE STUDY There is a great need and potential for software
OF HIGHLY PARALLEL INFORMATION productivity improvement. It is recommended that

PROCESSING SYSTEMS that provides large modest research projects focus on the coupling - 41

storage capacities and high processing rates. The between software engineering research and its
theoretical and experimental work envisioned for exploitation in software development environments.
the Center would concentrate on the computer 4 rgeScal. Systems. (including CADK4A,
simulation of complex categorization algorithms of automated production, and civil engineering design
a highly parallel nature and interdisciplinary aids) - likely to be loosely coupled to all areas of
research to determine the critical elements of bio- computer and information science. and computer
logical categorization algorithms to guide the engineering research.
machine experiments. 9It is very much in the national interest to develop the

3 Promotion of the development of improved curricu- knowledge base to design large-scale systems for:
lar materials for university majors and concentra-
tions in information science and spurring the pro- a The construction, support, and coordination
duction of highly trained personnel. of selected large-scale systems used as test

4 Establishment of a KNOWLEDGE RESOURCES beds for research and shared by researchers;
FACILITY, an experimental facility to aid b The coordination of funding by government
res-e rchers in explorations ranging from dat.bases arn thr private sectnr (including arants of
of text and images to knowledge bases that are equipment) in support of this research area;
beginning to play an important role in adaptive and,
information processing strategies. c Aiding the achievement of overall research

V. Research in Support of Some Major Use Areas objectives by serving as a catalyst to the

Emphasis is placed on the viewpoint of those who arc combined efforts of many investigators.
attempting to apply computer science, computer engineer- Reltive to the problem areas above, it was concluded that
ing, and information science and additional pertinent sup- there is a deep shortage of technically competent
porting research. computer-literate engineers, scicntists, and managers,

A restricted group of use-areas was addressed, chosen so aggravated by the poor state of equipment and facilities in
as to represent two quite different kinds of user communi- universities relative to industry. Corrective measures are
ties: those likely to be tightly coupled to the computer wi- recommended.
ence, computer engineering, and information science VI Robotics
research communities, and those which are likely not to be The problem areas in robotics for which computer science
so tightly coupled to them. The a--as chosen, the nature and engineering appear to be best prepared to make

S.



eedt c r-ibuim ar support adeq atety the capabilitit that Cxat and
the maintenance of a national leadership position.I languages for spcify-ng robot tasks.

2 Ptanning of actions and motions.

3 Creating geometric models of conplex objects and
environments.

It is important that robot systems be flexible and easy to
adapt to new applications. To this end:

I Robot mechanisms must be universal, e.g., manipu-
lators have six or more degrees of freedom to per-
mit arbitrary positiona orientations to be attained.
even in the presence of fixed obstacles;

2 The programming system which drives a robot
must be structured to allow robot software system
builders, applications package writers, and mainte-
nanoe and repair personnel to use it as conveniently
as possible.

There need to be developed:

I Better sensors and improved procedures for analyz-
ing sensor-generated data (including multi-image
vision systems);

2 Object recognition algorithms;

3 Environment-modeling software (including force-

controlled motion primitive);

4 Computerized replanning techniques;

5 Robot locomotion.

The requirements of robotics are expected to make a signi-
ficant reorganization of 'he present computer science and
engineering curriculwri recessary.

General Concerns

There were expressed several threads of concern by all of
the Workshop groups, as follows:

I A severe shortage of research manpower exists par-
ticularly in universities, in the fields embraced by
the Workshop. Significant improvement is not

expected during the next several years and the lack
of a 'critical masn in some specialties portends
undesirably slow research progress. A major
government-industry-university effort is needed to
deal with this problem.

2. There is still a shortage of science and engineering
to serve as a base for applied research and develop-
ment.

3 There is an increasing need for being able to cus-
tomize rapidly a computer system with novel archi-
tectures for specific areas of research. This need is
driven by applications involving words, as well as
numbers. The counterpoint to this need is an
increased ability to make efficacious use of com-
plex computer systems that can now be con-
structed.

4 There is a paucity of large-wcale computer systems
in universities. The lack of access to such systems
by university researchers is hindering research pro-

gress, both experimentally and theoretically, in all .

the topical areas which this Workshop addressed.

5 The level of research funding is far too low to

I_
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1.0 TILL NOW: TECHNOLOGY AS THE DRIVING environment, represented by families of new personal corn-
FORCE. puters whose performance will rapidly rise to several

My charge in this talk is to lay out a perspective concern- MIPS. will become commonplace for the scientist and

ing rcsearch in computer science; I must of course warn business executive over the next few years. and with some

you all that any such perspective is inevitably personal. additional delay will become common in homes. Contin-
ued improvemems in magnetic recording densities, plus use

Let me begin with the remark, taken from the recent of the extraordinary storage capacity of videodisk, will
NRC Study 'Roles of Industry and University in Coin- make large amounts of fixed and variable data available in
puter Research and Development'l, that two basic ideas, the personal computer environment which we are begin-
namely Babbage's stored program concept and its trium- ning to see. Where advantageous, the computational
phant transistor/ microcircuit implementation, continue power of workhorse microprocessor chips will be further
after thirty years to drive the computer field as a whole, buttressed by the use of specialized chips performing par-
These ideas have proved so rich in consequence as to ticular functions at extreme speeds. Chips for specialized
ensure the practical success of our field, independent of graphic display and audio output functions are already
any other accomplishment. Since, as Turing emphasized. available, and other such chips, performing signal analysis,
the Babbage/VonNeumann processor is computationally data communication, data retrieval, and many other func-
universal, any computational paradigm is accessible to it, tions will be forthcoming. Finally, cheap processor chips
so that it can be improved in speed and size only, never in make new generations of enormously powerful, highly ....
fundamental capability. Nevertheless, the successes of parallel machines economically feasible.
microcircuit technology have enabled computer speed and
sizc to grow in an astounding way, confronting workers in The next few years will begin to reveal the fruits of these
tm field with a continually widening range of opportuni- new opportunities. I believe, for example, that we will see
ties. For example, discs have led to databases, communi- a flowering of computer applications to education which
cats. technology has led to ARPANET, and microchips will reflect our new ability to integrate microcomputers.
to interest in distributed computing. computer graphics and text display, audio and video out- S

put, large videodisk databases, including stills and moving - -
Based upon this technological/eonomic progress, the images, and touch-sensitive screens into truly wonderful.
applications of computer technology have broadened game-like learning environments. The video-game indus-
rapidly, much more rapidly than the technology itself has try is surely alive to these possibilities. and I believe that
deepened. Though constrained by software approaches its activity will affect both education and publishing more
that are barely acceptable, an extraordinary disseminati,, deeply than is generally suspected. All this will be part of
of computer technology has begun and will surely continue the development of a world of personal and business infor-
through the next decade. mation services more comfortable and attractive than any-

The computer has become a household item. and besides thing we have yet seen.
its business applications, now stands at the center of a 2.0 TILL NOW: THE SWAMP OF COMPLEXITY.
large entertainment industry. This guarantees the use of
mass production techniques, implying yet further cost ' Thus, hardware trends, reflecting the microcircuit
reductions. We can expect that a lush computational engineer's astonishing progress, face us with the opportun-
_ _ _ity and requirement to construct systems of extraordinary
I Report of the Basic and Applied Research Panel, functionality. However. even in the best of cases. this _

Computer Science and Technology Board. National increased functionality will imply increased systems com-
Rdsearch Council. November 1982. plexity. Moreover. since lack of firm understanding of

how to proceed with software has never fully restrained the

p
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drive to increased functionality, huge, sprawling, internally 'attributed'. for the syntactic and semantic description of
disorganized and externally bewildering systems of languages has been central to the development of
overwhelminf complexity have already been built, and "compiler-compilers'. Tony Hoare's notion of 'monitor --
have come to plague the computer industry. These dimly furnishes a significant conceptual tool for organizing the
illuminated, leaky vessels force more of their crew to bail, otherwise confusing internal structure of operating sys-
and to grope about for half-hidden control switches, than tems. The well-chosen family of string-matching opera-
are available to row forward. The situation is ameliorated tions of the SNOBOL language. with the succesi/failure
in the short term, but at length exacerbated, by the driven, automatically backtracking control environment in
economic 'softness' of software: costs are incurred inere- which they are embedded, allows many string-related
mentally rather than in a concentrated way; no single applications to be programmed with remarkable elegance
detail is difficult in itself, but the accumulation of hun- and efficiency. p
dreds or thousands of discordant details makes the overall 3.0 EMERGENCE OF AN INTELLECTUAL PRECIP-
situation impossible. This is the 'software crisis. ITATE HA VING LONG- TERM SIGNIFICANCE.

Language and software systems designers have attempted Though buffeted, and sometimes rendered obsolete, by
to find ways of slowing the growth of this sprawling disor- steadily changing technology, three decades of work by
ganization, and have succeeded to at least some modest language and systems designers have given us products
degree. First assemblers, then compilers, and then com- whose broad use testifies to a substantial degree of usabil-
pilers for progressively higher levels of language have been ity. However, since in this area it is so hard to distinguish
developed to allow the pettiest and most onerous levels of real technical content from the arbitrary effects of cor-
detail to be handled automatically. This has helped over- porate investment, salesmanship, and accidents of priority,
come one of the major obstacles to stabilization and re-use it is gratifying that a solid theoretical inheritance has
of software, namely pervasive infection of codes by begun to emerge from this raw systems material. At the
machine related details. This is part of the reason why the very least, this gives us an area in which the individualistic
first generation of symbolic programming languages, assertions of taste and the irresolvable debates characteriz- - -
specifically FORTRAN and COBOL, proved such a boon ing the systems area yield to clear criteria of progress and
to the industry. Their success is shown by the large theoretically based understanding of limits and tradeoffs.
libraries of numerical, statistical, engineering, and other Whereas systems will change with technology, this work,
widely used applications programs that have accumulated like the mathematics it resembles, will be as important a
in them. LISP has performed something of the same good century from now as it is today.
service for workers in artificial intelligence. Substantially
higher levels of language, which enable the programmer to Central to this. the intellectual heart of computer science.
use comfortable. human-like levels of abstraction some- stands the activity of algorithm design. By now, thousands - -

what more directly, also promise to make it easier to move of algorithmic clevernesse have been found and p-iblished.
major pieces of software from one application to another. Of all the work that could be adduced, let me draw atten-
It is fortunate that falling hardware costs are encouraging tion to four strands only. Many very useful and ingenious
the use of these computationall) expensive languages. data structures, supporting important combinations of

operations with remarkable efficiency, have been found.
During the last few years. the technology of software tran- Hash tables. B-trees and the many variants of them that
sportability. exemplified by UNIX, various PASCAL com- have been analyzed in the recent literature, and the spe-
pilers. and numerous microcomputer software systems has cialized representations used to handle equivalence rela-
become well established. Emphasis on ideas of modularity tionships efficiently are some of the prettiest discoveries in
and information hiding, about to receive a major test in this subarea. Ingenious ways of arranging and ordering
the new DoD ADA language, should also contribute to the work so as to minimize it have been uncovered and
re-usability of software modules. exploited- The well-known divide-and-conquer paradigm.

Better support tools have been provided to aid the and also Bob Tarjan's many depth-first-spanning-tree
programmer's work, and this improvement is continuing. bai.ed -raph algorithms. exemplify this remark. Clever
Today's fast-turn-around environment, with its interactive combinational reformulations have been found to permit
editing, text-search facilities, and quality displays is a sub- efficient calculation of graph-related quantities which at
stantial boon. However. much more remains to be done to first sight would appear in he very expensive computation-
integrate the programmer's ally. The fast algorithms available for calculation of max-
diting/compiling/dcbugging/tracing/version.control work imal matches in constrained-choice problems, maximum

environment into a truly helpful support system. This is a network flows, and also some of Tarjan's algorithms for
sprawling, complex problem, and I will not even begin the solving path problems in graphs all illustrate this third
enumeration of its many facets. Let me note, however, point. Finally, deep-lying algebraic identities have been
that experimental development of more sophisticated pro- used to speed up important numerical and algebraic calcu-
gram analysis tools, c.g. routines which pinpoint buas by lations. notably including the discrete Fourier transform
searchir,3 for textual incongruities in programs, is going and various matrix operations.
forward and should lead to useful products. The techniques of formal algorithm performance analysis.
Conceptual progress in the systems area has been linked to and the fundamental notion of asymptotic performance of
the discovery of families of objects, operations, and nota- an algorithm, both put squai ely on the intellectual map by
tions that work well together in particular application Donald Knuth. give us a firm basis for understanding the
areas. Some of these object/operator families have proved significance of the algorithms listed in the preceding para-
to be of relatively general applicability. others to be power- graph and the thousands of others that have appeared in
ful. but only in limited domains. Important examples are: the computer science literature. An algorithm that
the use of BNF grammars, variously annotated and improves the best known asymptotic performance for a
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particular problem is as indisputably a discovery as a new three-dimensional space. This confrontation can be
mathematical theorem. This formal criterion of success, expected to generate a great deal of new science, and will
by now firmly established, has allowed the work of algo- greatly deepen the connections of computer science to clas- - -
rithm designers to go forward in a manner as systematic sical applied mathematics and physics. S
and free of dispute as the work of mathematicians, to If. as I expect, robotics becomes as central to the next few
which it is similar. decades of computer science research as language, corn-

Studies of the ultimate limits of algorithm performance piler, and system-related investigations have been during
have deepened the work of the algorithm designer, by put- the past two decades, significant educational and curricu-
ting this work into a mathematical context drawing upon lar problems will confront many computer science depart-
and deepening profound ideas taken from mathematical ments. Computer science students' knowledge of the
logic and abstract algebra. Landmarks here are the basics of applied mathematics and physics is small at 0
Cook-Karp notion of NP-completeness, which has proved preent, and I suspect that it is diminishing as the systems
to draw a very useful line between the feasible and infeasi- curriculum expands and older connections with mathemat-
ble in many algorithmic areas close to practice: the work ics are lost. For roboticists. this trend will have to be
on exponentially difficult problems deriving from Meyer, reversed: solid training in calculus and differential equa-
Stockmeyer, and Rabin: and various more recent investiga- tions, linear algebra, numerical analysis. basic physics.
tions, by 'pebbling' and other ingenious combinatorial mechanics, and perhaps even control theory will be neces-
methods, of time-space tradcoffs in computation. sary. Students going on to graduate work and research
The mathematical affinities of most of this work are with careers will also have to concern themselves with computa-
mathematical logic, combinatorics, and abstract algebra, tional algebra. computational geometry, theories of elasti-
which till now have been the branches of mathematics of city and friction, sensor physics, materials science, and

most concern to the computer scientist. However. develop- manufacturing technology.
ments now afoot seem likely to renew the ties to classical Beyond the educational problem of how to squeeze all of
applied mathematics which were so important in the earli- this materia! into an already crowded curriculum, adminis- - .
eat days of computing. trative problems of concern to sponsoring agencies will also
4.0 TRENDS- arise. Presently. computer acquisition is regarded as a

capital investment: once acquired, processors. storage
Some of the dominant research currents of the nuxt ckcde units, terminals, printers are expected to remain in produc-

il merey deepe what is already important, others will tive seicc over an extende peeled and to b ud by
bring matters now attracting relatively limited attention to many researchers for many purposes. Though some
center stage. The VLSI revolution will surely continue, robotic equipment will have this same character, other
dropping the price of processing and storage. As already equally important (and expensive) equipment items will,
stated, this ensures that most of the existing army of pro- like the equipment of the experimental physicist, be useful
grammers will be occupied in keeping up with the develop- only for specific, limited sequences of experiments. Robot-
mental opportunities that this technology will continue to ics researchers will therefore have to learn how to define
provide. To avoid complete paralysis through endless experiments likely to produce results worth high concen-
rework of existing software for new hardware, software trated costs, and funding agencies will have to learn how
approaches which stress transportability and carry-forward to pay bills of a kind new to computer scence.
of major systems, plus re-usability of significant software
submodules, must and will become more firmly esta- One last area of practical and theoretical development P
blished. Growing understanding of the most commonly deserves mention. Large-scale parallel computers seem
required software subfunctions should allow many of them ccrtain to appear during the next few years as super-
to be embodied in broadly usable software, firmware, or performance supplements to the ubiquitous microchip.
hardware packages. Besides numerical, statistical, and Many university groups are currently preparing designs of
engineering packages of this sort, operating system, data- this sort, and industry, not excluding Japanese industry, is
base. communication, graphics. and screen management beginning to become interested. This appears certain topackages should all emerge. make parallel algorithm design and the computational
packge shoudild alloeernge apcomplexity theory of such algorithms active research areas
The steadily broadening applications of computers will during the next few years
draw algorithm development into new areas. Computa- 5
tional geometry, i.e. the design of efficient ways for per- 5.0 ELDORADO.
forming many sorts of geometric computations, has flour- Though presently revolving around technology and such
ished greatly since its first buddings a few years ago and prosaic accomplishments as putting a word-processor in
gives a good indication of what to expect. This area of every office and home, the computer development leads
algorithmics contributes to VLSI design. CAD/ CAM forward to something immensely significant: the develop-
development, and robotics, all of which have nourished it. ment of artificial intelligences which can at first match,
Robotics can be expected to play a particularly large role and perhaps soon thereafter greatly surpass, human intelli-
in bringing new directions of investigation to the attention gence itself. The belief that this is possible motivates
of algorithm designers. Though it may be expected to many computer scientists, whether or not they concern
draw upon many of the other branches of computer sci- themselves directly with this subfield of computer science.
ence, robotics will have a different flavor than any of It would be hard to overestimate the consequences of such
them, because in robotics, computer science must go an outcome. S
beyond the numeric combinatorial, and symbolic manipu- Since this is the deepest perspective of our field, I shall
lations that have been its main concern till now: it must conclude this talk by addressing it briefly. Concerning
confront the geometric, dynamic, and physical realities of artificial intelligence, I think it well to comment with high
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hope concerning its long-term future, skeptically concern- found enthusiastic advocates.
ing its accomplishments to date, and in repudiation of the Sustained and patient work aimed at full elucidation of the
relentless overselling which has surrounded it, which I real, albeit very partial, insights inherent in each of these
believe discourages those sober scientific discernments approaches is certainly appropriate. All, however, face a
which are essential to the real progress of the subject. common problem: their efficiency decreases, sometime at

Let me begin by subscribing to the materialist, reductionist a catastrophic rate, as they are required to deal with more
philosophy characteristic of most workers in this field. I information and as the situations which they try to handle
join them in believing that intelligent machines are indeed are made more realistic. It is well-known, for example,
possible, since like them I view the human brain as a digi- that computerized predicate logic systems which an easily
tal information processing engine, a 'meat machine' in derive a theorem from twelve carefully chosen axioms will
Marvin Minsky's aptly coarse phrase, wonderfully complex often begin to flounder badly if three more axioms are
and subtle though the brain may be. This said, however, added to these twelve, and will generally fail completely if
we must still come to grips with the main problem and its initial endowment of axioms is raised to several dozen.
dilemma of the field, which can. I believe, be formulated Similarly. graph search methods that work beautifully for
roughly as follows. To communicate with a computer, one monkey-and-bananas tests involving a few dozen or hun-

must at present program, i.e. supply highly structured dred nodes fail completely when applied to the immense
masses of commands and data. Communication with other graphs needed to represent serious combinatorial or sym-
persons is much easier, since they can digest relatively bolic problems. For this reason I believe it very premature
unstructured information, and can supply the still elusive to speak of 'knowledge-based' systems, since the perfor-
steps of error correction and integration needed to use such mance of all available systems degenerates if the imass of
information successfully. Thus only to the extent that a information presented to them is enlarged without careful
computer can absorb fragmented material and organize it prestructuring. That this is so should come as no surprise,
into useful patterns can we properly speak of it as having since, not knowing how to specialize appropriately, we deal
'intelligence'. here with mechanisms general enough to be subject to

Researchers in artificial intelligence have therefore sought theoretically derived assertions concerning exponentially

general principles which, supplied as part of a computer's rising minimal algorithmic cost. This observation reminds
initial endowment, would permit a substantial degree of us that work in artificial intelligence must learn to reckon

self-organization thereafter. Various formal devices allow- more adequately with the presence of this absolute barrier,

ing aseful aructure to be disti~led from masses of di- which stubborn over-optimism has till now preferred to

jointed information have been considered as candidates. ignore.

These include graph search, deduction from predicate Then along what lines is progres toward the goal of artifi-
algorithms, and, in today's misnamed 'expert' systems, the cial intelligence to be expected? Through incremental,
use of control structures driven by the progressive evalua- catch-as-catch-can improvement of our capacity to mimic
tion of a multiparameter functions whose parameters are individual components of intelligent function, such as
initially unknown, visual pattern recognition, speech decoding, motion control,

The hoped-for, and in part real, advantages of each of etc? By integrating algorithmic methods into systems

these formal approaches have triggered successive waves of which use the traditional A.I. techniques only as a last

enthusiasm and each approach has lent particular termino- resort? Through eventual discovery of the A.I.

logical coior to at least one period of work in artificial philosopher's stone, namely some principle of self organi-
zation which is at once effective and efficient in all signifi-intelligence. Any collection of transformations acting on a

common family of states defines a graph, and discovery of cant cases? By applying vastly increased computing

a sequence of transformations which carries from a given power? We do not know, but the attempt to find out will

to a desired state can therefore be viewed as a problem in continue to constitute the most profound, though not

graph search. Accordingly, transformation of graph into necessarily the most immediate, research challenge to

path can be regarded as a general formal mechanism computer science over the coming decades.

which permits one to derive something structured, to wit a
path, from something unstructured, namely its underlying
graph. Hope that this principle would be universally effec-
tive character:zed the first period of work in artificial
intelligence, embodied in systems such as the 'General
Problem Solver'. and in languages such as Planner.

The relationship of a proof in predicate calculus to the
order-free collec ion of axioms on which this proof is based
gives a second principle allowing ordered structures (i.e.
proofs) to arise from unordered items of information (ic.
axioms). Because of its deep connections to mathematical
logic and its great generality, this formal approach seems
particularly promising, and in its turn encouraged over a
decade of work on resolution proof methods and their
application. Today a new approach stands at the center of
attention. Though considerably less deep and general than
either the graph search or the predicat techniques which
preceded it, this ask-and-evaluate sequencing paradigm,
much used in today's 'expert' consultant systems. has

i~ - - - - - - -- - ,
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COMPUTER MANPOWtER - IS THERE A CRISIS?

Kent X. Curtis

National Sciencz Foundation
Washington, .C., 20550

ABSTRACT

Factors influencing the supply and demand of comrater manpower are analyzed in the context of available data
on scientific manpower including statistics on d-.grees awarded in various disciplines at the Bache:or's. Master's,
and Ph.D. levels, faculty mobility. job mobility among professionals. starting salary trends. comparative unem-
ployment statistics and cconomic projectio ,.. It is found that there is a shortage of computer manpower which
is expected to penist for the foreseeable fuiure but that society is responding, perhaps as rapidly as possible, to ,
provide the trained people required by business, industry and government. Only the educational institutions of
the U.S. have what might be described as a crisis, a staffing problem which seems to have no solution within
the context of normal supply/demand forces,
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1.0 INTRODUCTION and computer engineers acknowledge as their domain of

Although the subject of computer manpower supply and interest.
demand is of intense interest to many people, there are no The National Science Foundation, which has a congres.
experts. This is surprising because the gathering of statis- sional mandate to monitor the supply and demand of
tics on all kinds of subjects is one of our national pastimes; engineers and scientists in the United States, only recently Job
yet. in this area the statistics we have in great abundance began to count computer scientists as a separate etoup.
do not lead to any clear conclusions. Why? Until then they had only one entry called computing

For one thing, the question is ill-defined. -ere is no con- theory as a sub-category of mathematics. Even now. in
senus on who should he included in the manpower pool clasifying academic departments and gathering depart-
being studied. The boundaries of every occupation are mental statistics, they label all departments which have

fuzzy, of course, but in the computer related occupations compound names, e.g. Electrical Engineering and Com-
we don't even know where the center of gravity lies. The puter Science. by the 1.st adjective. Thus, the depart-
Bureau of Labor Statistics counts people according to ments at MIT or Berkeley make no contribution to NSF's
occupational classifications which are approximately the statistics on computer.science departments because they
same as the Federal government's job classifications, appear only in the numbers for Electrical Engineering.
These include titles such as computer specialist, systems On the other hand, the annual survey of departments done
analyst, programmer, computer technics, n, etc.. each by Professors Samuel Conte of Purdue and Orin Taulbee
including a wide range of educational levels, and the size of the University of Pittsburgh2 restricts its domain to
of each group is so large (hundreds of thousands) the Ph.D.-granting departments which carry the label of corn- -

academic research community cannot be identified in any puter ,science. As a result, although it includes some
of them. The BLS projections re interesting, provocative, departments which are overlooked by the NSF survey, it
and display useful trends but they are not helpful for omits all of those which are labeled computer engineering
analyzing the problems of computer science faculties in or are computer science options in departments of
universities. mathematics or business administration. In brief, all of

John Hamblen, who has made several surveys of computer the available data needs a great deal of interpretation,
science-related programs in educational institutions of the interpolation or extrapolation to make it useful for a study
United States' has provided a very valuable service, cspe- of manpower dynamics. This leaves every analysis open to
cially for the supply side of the question. However, his question.
surveys do not include the many people who go into com- Another reason for confusion is that the dynamics of the
puter related jobs after graduating in physics, mathemat- computer manpower supply and demand are without pre-
ics, economics, or many other disciplines. His summary cedcnt. We are experiencing an almost continuous change
statistics also need careful interpretation when they are in the all-pervasive technology of information processing
applied to the problem of university faculties because he which creates a sudden, almost infinite demand for spe-
includes programs in Data Processing, Information Pro- cialized talent. The industrial revolution which caused
cessing, and other titles, which expand his population of such trcmcmdous social upheavals in the western world
academic programs beyond what most computer scientists proceeded at a snail's pace by comparison. As a result.

........................- - -- . . 1- _
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hitory offes very irmited guidance imt the anatysis of the Few Ph.D.s are being produced and onty slightty more
present situation and gives no help whatsoever in predict- than half of thoc go into academic careers. This is
ing the immense transients that may be induced by such a unusually low in comparison with other disciplines.
strong forcing function as the computer revolution. It is interesting at this point to ask what are the factors

Nevertheless, laying all of these caveats aside, some influencing the career choices made by faculty and stu-
interesting observations can be made which offer food for dents when they are considering whether to enter indus-
thought. In this paper, some data will be shown which trial or academic careers? Fig. 7 shows the factors
exhibit convincing trends about supply, although not reli- uncovered by the NSF survey of faculty mobility. It is
able absolute magnitudes about either supply or demand, noteworthy that salary was not the most compelling rea-
and some conclusions will be drawn which offer a plausible son. lnsLead. 'institutional disincentives" were. These
framework for understanding the data and explaining the include, of course, the uncertainty of tenure, a problem
phenomena we are observing. These observations and unique to academic institutions, which creates a feeling of
interpretations have been exposed to several industrial job insecurity and frustration among young people who are
managers and academic administrators who have found starting academic careers. Other types of 'institutional
them to be consistent with their experience. disincentives* cited most often were the difficulty and has-

sle associated with getting travel funds for professional
conforences or other types of support for leading normal

2.0 IS THERE A CRISIS? professional lives, heavy teaching loads because of the -

great influx of students into computer courses, and inade-
What evidence do we have that there is a shortage of com- quate support of research, especially research in computer
puter professionals? The most prominent is the anecdotal software or hardware systems. Few university administra-
evidence which abounds. Everyone has heard many of the tors have experience with that kind of research which
same kind of stories, and they need not be repeated here, requires a high degree of support for facilities, time, and
but for the record let me show some data which support effort but is slow in yielding papers which can be pub-
some of the most common. lished in the normal scientific literature. Universities have -

o Students are not ertering graduate school but are difficulty evaluating such work and this influences alloca- .

being lured by attractive salaries and professional oppor- tion of scarce university research funds or considerations of
tunities at the bachelor's level. Note the ratios in Fig. 1. promotion. Many young computer researchers perceive
Computer Science has the lowest ratio of graduate degrees industry as more hospitable and more rewarding for that
to bachelor's degrees of any discipline by a wide margin, kind of research.
There is no doubt that the bachelor's degree is proving to Other anecdotal evidence of a shortage of computer man-
be a sufficient entree into the professional computer field power includes stories of intensive but often frustrating
for most people. recruiting by industrial and academic organizations (just
o Graduate students are leaving graduate school look at the ads in any journal or newspaper) and the fan-
without completing their Ph.D.'s. In this ease, note the tastic salaries being offered. Many students, especially
ratios in Fig. 2. Either that statement is true or an inordi- those with some relevant experience, have received anaz-

nate number of people are entering graduate school only ing offers and some people have doubled their salaries by
for the master's degree. As Fig. 3 shows, there is a higher changing jobs. Statistical evidence to back up these stories
ratio of part-time students to full-time students in Corn- is also available. Fig. 8 shows the increase in starting
puter Science than in any other discipline. Since most salaries for baccalaureate degree graduates during the S
part-time students are probably not Ph.D. candidates or period from 1974 - 1979. Starting salaries are used for

planning to go on for a Ph.D., we can surmise that there this comparison because they arc more flexible than

are, indeed, more terminal master's students in Computer salaries for established professionals and tend to be more
Science than in other disciplines. Even after subtracting sensitive as a barometer of hiring pressure. Fig. 9 shows
out that difference, however, the number of Ph.D.s in that unemployment has been singularly low for computer

Computer Science remains singularly low, indicating that professionals. Fig. 10 shows that computer science has
many prospective Ph.D. students are dropping out. Anec- had a higher growth rate in employment than any other
dotal evidence strongly supports that conclusion, field. Fig. 11 brings this data up to date by showing that

o Faculty are leaving academia for industry.
3 The only computer science had increased employment Pppor-

Computer Sciene Section of NSF conducted a faculty tunities in 192. rinally, a recent study by NSF, Fig, 12,
mobility study to understand eitter the reasons faculty shows that this imbalance in supply and demand is
change jobs. The number of faculty in Computer Science expected to persist for computer-related professions for the
who made a job change in 180, the year of the survey, foreseeable future, even in the face of pessimistic economic

was also estimated. Some results are shown in Fig. 4 assumptions in fact, only the computer profession and
The survey confirmed that a substantial fraction of the aeronautical engineering show strongly encouraging pro -
faculty changing jobs is moving to industry. Other data pects even under ,ssumptions for the future of the econ-
shows that the percentage going into industry is higher in omy which are very favorable to high technology.

the computer field than in any other discipline, even other Finally. let me note a rather general worry concerning
branches of engineering. Fig. 5 shows the percentage of education in the United States. Fig. 13 shows a suggestive
faculty moving into industry for several areas of engineer- correlation between trends in world trade and trends in
ing. It is clear that the los of faculty to industry is twice technical education. One must be careful not to oversim-
as high in computer science as in any other field of plify, but this table is provocative. Something is out of
engineering. Finally. Fig. 6 shows that the computer sci- balance which wili redound to the long term disadvantage
ence faculties are not being replenished by new Ph.D.'s, of our country.

S
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3.0 HOW DOES THE NATION RESPOND? Another indicator of social response is shown in Fig. .9.

Granted that there is an imbalnee between supply and This shows, for 1978 bachelor's degree or master's degree

demand for computer profesionals which is likely to per- recipients, the ratio of people employed in each field in

sist for many years, how does society respond? We see 1980 to those who received a degree in that field in 1978. -

part of the response quite clearly on our college caoxpuses.ampl chemistry shows a slight gain at the

Fig. 14 shows the total number of degrees awarded at the bachelor's level, but none at the master's. Engineering

bachelor's, master's and Ph.D. levels for the last several comes ou: even at the bachelor's level but has a marked

years. There has been almost no change. A comparison decrease t the master's level. The computer professions,

with the demographic data shown in Fig. 15 shows recent on the other hand. are sweeping people up from all discip-

degree data to be consistent with demographic data. lines like a giant vacuum cleaner, with people being

Assuming that consistency continues, we should expect a retrained on the job or through part-time education as

decrease of 20% to 25% over the next 15 years in the necessary. but moving to fill the void.

annual production of degrees. However, let us look at These effects are just what one should expect in a free

some of the fine structure. Figures 16 to 37 show data on market. Demand is creating supply by utilizing the job
degrees awarded in each of several fields of science, mobility of young professional people. Such job mobility
engineering, the arts, education, and the humanities for has surely been facilitated by the computer experience
the last several years. Obviously there are large migra- which many college students now get as part of their nor-
tions in student interest toward engineering and away from mal undergraduate education regardless of their major
duc. tion, letters and the humanities. Now look at Fig. subject, and NSFs program during the sixties to help col-

38 for computer science. That is true exponential growth, leges and univ,.rsities acquire computing facilities for
a more rapid increase in bachelor's degrees than in any research and education did much to make that possible. It
other discipline. Undergraduates are swarming to major will be even further increased as personal computers
in computer science. Master's degrees are also up by become integrated into the educational environment of
almost 60%. These changes it sosing immense stresses every student. These are natural economic and social
on the institutions of higher education, causing large processes which are progressing rapidly, and it is not clear
imbalances in teaching loads, a huge shortfall in capital what government can do. if anything, to facilitate them.
funis for instructional and research equipme, nt and a mad It is true that capital funds for universities and colleges to
scramble for faculty slots and persons to fill them as they acquire equipment are one bottleneck, but we hope that
become available. Many institutions are being forced to may be relieved by recent changes in tax laws which are
limit enrollments in computer scice.t, an action whch is intended to cncourage donations of quipmet to academic
difficult to accept in either private or public institutions institutions. Obtaining qualified faculty is a greater and
because of the traditional assumptions of our country con- more imponderable problem, but faculty are being
cerning universal educational opportunity. Indeed, in this retrained and faculty slots are being reallocated. Indeed,
discipline we are being propelled toward a system of lim- the academic environment is changing, perhaps as fast as
ited educational privilege, comparable to the "numerus the inertial factors of tenure and the highly specialized
clausus" of Germany, for example, which carries with it nature of academic jobs allow, so that it is not clear that
the potential for long-term problems, already evident in government action could have much leverage. Perhaps
Germany, of unemployment or under-employment among steps to increase computer literacy at the junior or senior
educable youth due to lack of opportunity for appropriate high-school level would help relieve the scrvice-course
education, teaching burden in colleges and universities, but that

It must be noted at this point that there have been rapid movement, too. is already in progress at a rapid rate

increases in demand for education in some other fields through natural processes which are subject to their own

during the 1950's and 1960's. Note. for example, social inertia.

bachelor's degrees in some social sciences, biology and In brief, the natural working of free-market conditions for
business. However, total college enrollments and federal computer manpower supply and demand is leading to an
support for education were increasing very rapidly during increase in supply which is suitable for most purposes-
those periods, also. As a result, enrollments in all fields The supply is not increasing as rapidly as it could be
were increasing and the changes were primarily differen- absorbed but perhaps as fast as society can respond, and
tial rates of increase into some fields. These were readily there is nothing properly termed a computer manpower
absorbed by the quite elastic, expanding university crisis in business, industry, or government. Acceptable
resources which existed at that time. Now, colleges and people arc becoming available in steadily increasing
universities have static, soon to be declining, enrollments, numbers and the only real effect of the shortage is a some-
and limited, inelastic resources, but arc confronted with what inflated pricc for labor, a differential which provides

shifts of student interest of unprecedented proportions. It the fuel that powers social adjustment.
is no wonder that our educational institutions are feeling The situation in the academic world is quite different.
stress. Academic jobs are so specialized and require such long

Setting these institutional problems aside for a moment, periods of education and training that job mobility is very
however, we see that one of the natural responses of our low' and each class of academic institution can draw upon
society to the shortage of computer professionals is to only one source of supply for labor. Elementary and
expand the number of students being educated for the secondary schools can use only people with proper educa-
computer professions as rapidly as our educational system tion credentials to satisfy state and local certification stan- 0
can adjust. This is happening as a result of natural selec- dards. As the statistics on degrees in education show, that
tion by students of preferred courses of study and is having is a rapidly diminishing pool. Institutions of higher educa-
a significant impact on the supply side of the balance. tion. on the other hand. are restricted to the pool of Ph.D.s
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for their labor supply and in cmputer science that is a professional manpower. As a consequence, there are
small supply indeed. far out of balance with the expanding moves to establish specialized technical schools such as the
need. We must conclude that the educational institutions Wang Institute or to rely more heavily on on-the-job train- ..
of the country cannot obtain the labor they need and have ing. If one could argue persuasively that this is a tern- S
poor prospects of finding it in the near future. They face porary or transient phenomenon, one might make a com-
a real crisis. The migration of student interest is working pelling case for federal government intervention to buffer
against them, not in their favor, and the job mobility the non.productivc extra costs of institutions while they
which allows so many people to enter computer professions adjust to new conditions. In the absence of a sufficient
in business, industry and government, is not effective for pool of qualified persons to hire as faculty, however, it is
educational institutions because of their highly specialized difficult to make that case.
job requirements. Let us analyze their dilemma somewhat On the other hand, if universities and colleges were made
further in the next section. more attractive places of employment, they could compete

4-0 THE CRISIS IN COMPUTER EDUCATION more effectively for the available talent and motivate more
students to prepare for and choose academic careers. It is

4.1 Higher Education true that this question of attractiveness is a relative one
Let us consider the conundrum faing the computer field which is influenced by economic conditions. Poor

in higher education first. it is experiencing an exponen. economic conditions in business and industry make univer- - .

tially increasing demand for its product with an inelastic sities relatively more attractive but the problem in the

labor supply. How has it reacted? NSF has made a sur- computer field is not relative, it is one of absolute numbers

vey of the responses of engineering departments, including and we need a long-term, stable solution. Our NSF survey

computer science departments in schools of engineering, to has indicated the factors to be addressed in any attempt to
the increasing demand for undergraduate education in accomplish this. The 'institutional disincentives' are most

engineering. There is a consistent pattern in their important and can be modified only by the institutions

responses and the results can be applied without exception themselves..either more manpower or else limitations on

to the computer field whether the departments are located enrollments to reduce work loads; more institutional finan-
in engineering schools or elsewhere. 80% of the universi- cial resources allocated for staff travel, secretarial support
ties are responding by increasing teaching loads. 50% by and other normal professional needs to reduce harrassment
decreasing course offerings and concentrating their avail- and improve morale; more effective, or at least more
able faculty on larger but fewer courses, and 66% are apparent, consistency between the work required of

using m re graduate-student teaching assi;tants or par;- faculty. nar-ely, tvemaclg, reearch and percipatioft in

time faculty. 35% report reduced research opportunities committees, and the criteria used for promotion to increase
for faculty as a result. In brif. they are using a combina- the sense among young faculty that they work in a rational
tion of rational management measures to adjust as well a , system with reasonable job security. Of these, the availa-
they can to the severe manpower constraints under which bliy of manpower is the factor which seems to be beyond
they must operate. However. these measures make the institutional control the most. Yet if the institutions can-
universities' environments less attractive for employment not control this factor, neither can anyone else, so at least
and are exactly counter-productive to their need to main- we must examine it from the perspective of the universi-

tain and expand their labor supply. They are also ties. Clearly. the objective should be to either expand th.

counter-productive to producing more new faculty since manpower pool which universities may draw upon or else
the image graduate students get of academic careers is one reduce their manpower requirements. Many universities _.

of harrassment. frustration and too few rewards. The have alrtady expanded their 2ol in one way by turning to
universities are truly being choked by demand for their temporary or adjunct staff to neip with the teaching load.
own product and have a formidable people-flow problem, If the manpower shortage is a transient problem, this is
analogous to but much more difficult to address than the surely the best way to deal with it. It is arduous--one
cash-flow problem which often afflicts rapidly growing university I visited recently is recruiting and managing 35
businesses. There arc no manpower banks which can pro- to 40 temporary teaching staff each year drawing upon
vide credit. local industry--and creates severe problems of quality con- _

trol. but the educational enterprise can probably be contin-
What flexibility does our society have to cope witht ued in this mode for some time if there is hope of improve-dilemma" Retraining rsi'ting fas'ulty ca~n he1 done only to

a small degree. Faculty slots are b-uing reallocated as they ment. 1-rom the data at hand. however, it is not clear how

become available but that is a slow process in a period of equilibrium between supply and demand of permanent
staff can be realized in less than a generation which is a

inflexible or declining budget resources. Even so. universi-

ties cannot fill all of the slots they have available. The net long time.

result is that the lack of lateral job mobility among faculty Another possibility would be to reduce manpower require-
from one discipline to another coupled with the small sup- mcnts by using technology both to make education more
ply of the only type of labor universities and colleges can efficient and to move some aspects of computer training
use forces them to become less efficient and effctive pro- out of the universities into pre-college curricula. This
ducers when confronted with strong shifts in market approach has limited promise. It would clearly help
demand for degrees. They become burdened with people reduce the demand for service courses in computer literacy
whose skills are not in demand, which increases their non- and programming, but the hard-core dilemma concerns
productive costs, at the same time they overwork people majors in computer science, not the broad community of
whose skills are in short supply, which threatens the qual- users. We know very little. now. about applying technol-
ity of their educational product. Some people have begun ogy to make education in advanced courses more efficient
to doubt whether universities can play, in computer sci- and it may take at least a generation to learn.
ence. their traditional role as the supplier of trained
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A third possibirity would be to broaden the university com- and discontent.
munity so it can draw upon a larger fraction of the exist-
ing manpower pool. From a labor management point of 4.2 Pre-College Education

view, universities are the most homogeneous, restricted. The manpower dilemma of pre-college education is much
single.purpo6e organizations imaginable. They will accept the same as that of higher education--a dwindling pool of
only one type of employee, namely a Ph.D., and have only qualified teachers is required to deal with rapidly changing
one kind of job. i.e.. a combination of teaching and demands for types of training using inflexible, possibly
research. That is traditional, but given the present decreasing resources. Also, the working environment is
dilemma one must ask is it necessary? Are there other not encouraging qualified teachers to stay in teaching or
ways of doing things which would utilize a broader range students to prepare for careers in teaching. To a greater
of talents, provide more diverse career opportunities and degree than higher education, however. pre-college educe-
hence make universities attractive places of employment tion may be able to take effective steps to reduce its man-
for a larger class of people? If so, a stable equilibrium power requirements. The subject matter to be covered has
between manpower supply and demand might be reached more permanence than high-level college course cotent
sooner. does and, as a result, warrants greater investment in curri-

In this connection, it is useful to consider the case of busi- culum development. Also, more instructional time is

ness and management curricula. Fig. 40 shows the devoted to basic knowledge and skills development, areas

number of degrees awarded in business during seven recent which lend themselves best to the use of technology in du-

years. It is clear that bachelor's and master's degrees are cation. Other factors influencing the working environment

increasing lut note, especially, the very small number of in pre-college education, "institutional disincentives', pro-

Ph.D.s. approximately one doctorate for every 200 fesional opportunity, and salary, although different in

bachelor's degrees. This ratio can be sustained because detail, are very similar to those in higher education, how-

professional curricula ha;c been defined for business which ever. but seem even less accessible to constructive interven-

draw upon the course offerings of many parts of the tion by the federal government. Tax incentives to

university and do not depend upon the Ph.D. faculty of encourage donations of equipment for pre-college educa-

one discipline to carry the teaching load. Defining a pro- tion would help accelerate the use of technology and

fessional curriulum for computer science might be useful, improve the professional opportunities for creative persons

too. Such a curriculum could recognize that many of the but it is not clear that they would influence the supply of

undergraduate technical courses in computer science do qualified teachers very much. Individual institutions or

not need to be taught by PhD.s but could be handled local school districts have jurisdiction over the rest of the

equally Aell by high quality master's level people who do relevant factors and it is difficult to imagine what changes

not, necessarily, have a research orientation. If such posi- they could make which might reverse the current decline

tions were given first-class status in universities, new in production of qualified teachers or the presently poor p
career paths would be open and a larger labor pool would competitive position of schools for available talent. Plac-

be available. Many of the undergraduate and master's ing schools on an eleven or twelve month calendar might

degree students might find a professional curriculum as resolve a number of problems but that would be a change

much to their taste as the present core computer science so revolutionary to the operation of our whole society that

curriculum with a corresponding reducion in number of it hardly bears contemplating. As a result, we are almost

majors in the latter. This would help bring supply and forced to place our hope in better use of computer technol-

demand into better balance. ogy. itself, to substitute for an irremediable deficiency in p
educational manpower.

The second most important factor influencing the univer-
sity environment was found to be research opportunities. 5.0 CONCLUSION

In rapidly changing high technology fields it is extremely The preceding analysis shows that the United States has
difficult for an institution's resources to encompass its an imbalance in the supply and demand for computer
requirements for capital equipment and operating costs for manpower which is expected to persist for the fores:eable
either education or research. This is a factor the Federal future but that our society is adjusting rapidly to redress
government can influence, however, and NSF has designed that imbalance in every sector except education. In educa-
its Coordinated Experimental Research Program in com- ion. the channels for adjusting supply and demand which
puter science specifically for this purpose. As you know. arc available to business, industry and government. princi-
our CER program reaches computer research no matter pally mobility of personnel among jobs and shifts in the
whether it is located in Schools of Engineering or Schools interests of students training for jobs, are ineffective and
of Letters and Science and the ten awards made so far are we cannot hope for short term solutions. This places our
split about half and half. Federal tax legislation can help educational institutions under great stress and could lead
contribute to the improvement of university environments. industr) to develop alternate methods or new institutions p
also, by encouraging the donation of equipment and money to provide the professional :omputer personnel it needs if
to educational institutions. Legislation passed in the last the traditional educational institutions are unable to
18 months is intended to r.akc tax incentives more effec- adjust. One can imagine fundamental changes in the
tive for this purpose. structure and management of institutions, both of higher

The third most important factor is salary and this, again, and pre-college education, which could help resolve the

is an institution decision. Differential salary scales which present dilemma but not without altering time-honored

provide preferred treatment for computer science and traditions. No other technological advance in history has

engineering faculty are becoming commonplace. As a been so rapid or so compelling in confronting education

result, it is apparent that the universities are adjusting in with the hard choice of either embracing fundamental

this dimension, albeit at the price of some internal stress change or accepting a reduction in its traditional role of
training students for thc future.
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Ratio of Ph.D's

to

Bachelor' s Degrees

(1980)

Physics Chemistry Mathematics Engineering Computer
Science

1:4 1:7 1:15 1:18 1:46

* Figure1

Ratio of ?h.Dt s

to

Master's Degrees

(1980)

Physics Chemistry Mathematics Engineering Computer
Science

5:7 10:11 1:4 1-6 1:15

Figure 2
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FACULTY EMPLOYMENT CHANGES

NO. $

UNIVERSITY TO UNIVERSITY 46 66

UNIVERSITY Tfl INDUSTRY 24 34

Figure 4

Full Time Engineering Faculty Moving To

Industry After The 1979/1980 Academic Year

Computer 5.6%

Industrial 2.8

Electrical 2.8 0 _

Mechanical 2.7

Chemical 2.6

Civil 2.3 0

Aeronautical 1.9

F
Figure 5

S
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NEW C.S. Ph.D EMPLOYMENT

NO. 5

UNIVERSITY 70 55

INDUSTRY 57 44

NON C.S. POSITION 1 1

TOTAL 128 100

Figure 6
. 41

REASONS FOR LEAVING

THE UNIVERSITIES FOR INDUSTRY

A. INSTITUTIONAL DISINCENTIVES

1. HEAVY TEACHING LOADS

2. JOB INSECURITY

3. HASSLE GETTING SUPPORT
AND PERQUISITES

B. POOR RESEARCH FACILITIES

C. SALARY

Figure 7
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INCREASE IN STARTING

SALARIES (1974-1979)

*COMPUTER MATHEMATICS AGRICULTURE, SOCIAL
*PROFESSIONALS AND CHEMISTRY SCIENCES. BUSINESS,

BIOLOGY AND HUMANITIES

53-58% 51% 33-42%

Figure 8

UNEMPLOYMENT RATES

(1978)

*COMPUTER OTHER SCIENCE TOTAL CIVILIAN
*PROFESSIONALS AND ENGINEERING

0.35 1.55 6.o%

Figure 9
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0
PROJECT DEMAND/SUPPLY BALANCE

IN SCIENTIFIC AND ENGINEERING OCCUPATIONS: 1987

SURPLUS OR SHORTAGE OCCUPATIONS HAVE SUPPLY ESTIMATES WHICH DEVIATE
FROM PROJECTED DEMAND BY 10% OR MORE; POTENTIAL SURPLUS OR SHORTAGE
OCCUPATIONS HAVE AN ESTIMATED SUPPLY OF WORKERS DEVIATING FROM THE
PROJECTED LEVEL OF DEMAND BY 5% TO 10%; A BALANCE IS PROJECTED WHEN
AVAILABLE SUPPLY IS WITHIN 5% OF DEMAND IN EITHER DIRECTION.

LOW ECONOMIC HIGH ECONOMIC
GROWTH/LOW GROWTH/HIGH
DEFENSE DEFENSE

SCIENTISTS
AGRICULTURAL SURPLUS SURPLUS
BIOLOGISTS SURPLUS SURPLUS
CHEMISTS SURPLUS SURPLUS
COMPUTER SPECIALISTS1  SHORTAGE SHORTAGE
GEOLOGISTS SURPLUS SURPLUS •
MATHEMATICIANS SURPLUS SURPLUS
PHYSICISTS SURPLUS SURPLUS
SOCIAL SURPLUS SURPLUS

ENGINEERS
AZRONAUTICAL SHORTAGE SHORTAGE
CHEMICAL SURPLUS SURPLUS
CIVIL SURPLUS SURPLUS
ELECTRICAL/ELECTRONIC BALANCE POTENTIAL SHORTAGE
INDUSTRIAL POTENTIAL SURPLUS BALANCE
MECHANICAL SURPLUS POTENTIAL SURPLUS
METALLURGICAL SURPLUS SURPLUS
MINING/PETROLEUM SURPLUS SURPLUS
ENGINEERING, N.E.C. SURPLUS SURPLUS

Includes both computer systems analysts and programmers.

Source: National Science Foundation

Figure 12
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Engineering Graduates

Share of World As A Proportion of

Trade Relevant Age Group

1963 1977 (1977-78)

United Kingdom 15% 9% 1.7%

West Germany 20% 21% 2.3%

Japan 8% 15% 4.2%
-S

United States 21% 16% 1.6%

Figure 13 .5
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ARTIFICIAL INTELLIGENCE

This report covers two main A[ areas: natural language processing and expert systems. The discussion of each area includes
an assessment of the state-of-the-art, an enumeration of problem areas, opportunities, recommendations for the next 5-10
years, and an assesament of the rcquired resources. Also included is a discusaion of possible university-idustry-government
cooperative efforts.
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SUMMARY mass in either area. Better facilities are essential in order

Artificial intelligence (Al) comprises both applied and to retain faculty at universities, to attract new graduates to

basic research. Existing applications include programmed academia, and to maximize research progress.

systems that allow natural language (NL) access to data- The following are our recommendations for increasing our
bases, and 'expert systems* that can perform tasks in such rate of research progress over the next ten years.
areas as medical diagnosis, mineral exploration, arad the (I) Continue strong funding for basic research in Al. and
configuration of computer systems. A number of applica- avoid shifting too much emphasis to applications with "
tions are now available as commercial products. Recently, short-term payoffs, no matter how attractive they seem,

there have been reports in the popular press about Al. and otherwise we will not be generating new application sys-
great expectations for a wide variety of intelligent applica- terns in ten years.
tion systems have been aroused in the public, industry.
government, and the military. Al is also central to the (2) Provide more and better equipment for universities
Japanese Fifth Generation Computer effort, and many and laboratories doing AI research.

sources have stressed the importance to the US of main- (3) Encourage resource sharing by funding specific
taining leadership in intelligent systems. It is irmportant, groups to supply and maintain a common body of rescarcii
however, not to expect too much from Al too soon. Many tools. e.g.. software systems for knowledge representation.
of the important applications we can imagine require sub- (4) Encourage development efforts in military and indus-
stantial progress in basic research, trial labs, and increased contact between such groups and

As in many other areas of computer science and engineer- basic researchers in universities and research laboratories.
ing, such progress is now impeded by an extreme shortage Industries could be encouraged to donate equipment and

of manpower and equipment, both at universities and research funds to universities, e.g., by allowing tax credits
industrial laboratories. Furthermore. the shortage of for unrestricted research funding.
researchers is not likely to be corrected in the near future. (5) Encourage industrial research laboratories to help by
A survey of the faculty at the top ten universities doing Al
work has revealed that there are only about 16 natural advising Ph.D. research wherever possible.

language researchers, and only about 28 expert systems (6) Maximize faculty research and research supervision
researchers. At best we can expect only 15-20 new Ph.D.s time by providing academic year salaries as well as sum-
per year. nearly half of whom will go to industrial posi- mer salaries.
tions. based on recent data. Moreover, experience has (7) Institute three-four-year research initiation funding, 1 _

shown that research progress in these areas depends including equipment funds, for promising new graduates
strongly on having a 'critical mass* of researchers: fewer who agree to stay at universities
than half of the top ten universities have critical research

(8) ncorag thedesgn f nve} upecomute

I
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architectures that take At needs into account; current Equipment Corp.). An expert system that can check and
supercomputers are designed for numeric computations correct the configuration of the 450 or so components that
that are of little use or interest to Al, though Al badly can go into a VAX computer.
needs computers with greater power. PROSPECTOR (SRI International). An expert geologist

(9) Encourage researchers in adjacent fields to develop system that can find commercially exploitable mineral S
Al knowledge and skills, and to participate in novel joint deposits from assay data.
projects, especially in the area of cognitive scienc. The Machine Intelligence Corp. Vision module (based on

research originated at SRI), a system that can be "taught'
1.0 INTRODUCTION by a non-programmer to recognize and act upon a variety
1.1 What is Al? of parts on an assembly line, when used with a robot arm.

Artificial intelligence (Al) is the attempt to (I) understand DENDRAL (Stanford). An expert system for discovering

the nature of intelligence and (2) produce new classes of the molecular structure of organic compounds from mass

intelligent machines through programming computers to spectrogram data.

perform tasks that require reasoning and perception. The MACSYMA (MIT). A general mathematical aids sys-
goal of Al as a whole is to product machines that act tem. including the abilities to do symbolic integration, fac-
intelligently. By 'act intelligently,' we mean to cover a toring, simplification, plotting, and much more.
broad range of activities, only some of which are directly MOLGEN (Stanford). An expert system for designing .
human-like; our machines may eventually be far better at experiments in molecular biology. In addition, there are a S
certain intelligent tasks than peple are (much as a calcu- number of systems that, while not being marketed, have
lator does long division better than people do), yet may received fairly wide use, for instance:
lack other human characteristics (e.g., ambition, fear, gen-
eral world knowledge, mobility). Important characteristics MYCIN kStanford). An expert system for medical diag-
that such machines require before Al could be said to have nosis and treatment prescription.

succd ed include common sense; the ability to learn from EMYCIN (Stanford). MYCIN with specific medical
experience; the ability to accept, generate and act knowledge removed, EMYCIN has been used by non-
appropriately on natural language input; perception; and programmers to make expert systems in areas other than
general situation assessment, medical, such as tax advising and estate planning.
1.2 The This Report INDUCEIPLANT (University of Illinois). A system that

has !earned to generate its own rules for diagnosing soy-

For the purposes ,f this report, we concentrate on natural bean diseases from examples presented to it. It has better
language (NL) processing and expert systems.' Both of performance than that of most experts.
these areas have near-term practical potential, and yet are
sufficiently open-ended to remain interesting to researchers Dipmeter advisor (Schlumberger-Doll). A system for

past the next ten years.' interpreting oil-well log data.

The biggest Al news of the recent past has been the corn- LISP machines (BBN; LMI. Inc.; MIT; Symbolics, Inc.;
mercial introduction and industrial use of a number of At Xerox). Computers specialized for the LISP language
systems, especially NL and expert systems. This news is that pioneered the ideas of the personal workstation and

significant because (I) it has quieted critics who argued user-friendly programming environments.

that Al would never produce useful results, and (2) the There are. in addition, a number of companies that plan to
applications themselves have high intrinsic value. Some introduce or use internally Al products in the near future,
specific systems includn: including NL systems from Texas Instruments, Cognitive

INTELLECT (Al Corp., Waltham, MA). A natural Systems, Inc., Symantec. and Hewlett-Packard, and expert

language system that can be added to a customer's exist- systems from Teknowledge. Fairchild, Intelligenetics,

ing data base. Schlumberger, and others.

STRAIGHT TALK (Symantec for Dictaphone Corp.). A 1.3 Overview of This Report
natural language data base system embedded in a In the sections that follow, we first discuss in some detail .
microprocessor-based word processor, intended for uses the nature of the most important current technical and
such as the storing of address, phone number. organiza- scientific issues in natural language processing and in
tion. and salary information, expert systems. We then discuss organizational problems,
RI (Designed at Carnegie-Mellon University for Digital including difficulties involving manpower, equipment,

funding, education, and cooperation between industry,
I aeM ,: avn emaim prtmarfiy from tiwo rmo in turs government, and universities. This is followed by a list of
beuacjt t -ee t" r ae for W m ratk by tae recommendations that we believe can aid in maintaining

wbt p mouo n Al "ta om wdnr. tentd m Se a una o the U.S. lead in these important areat.

oumnput pareEm s ud tters analyus arc imauC'tiy adarta , 2.0 NATURAL LANGUAGE RESEARCH
otanaaf Other areof 01Maje Altuto NOWre rida to MM de-
gee. boamea the7 wertap othee aoaxc or thbi, (robotim pra n. 2.1 Introduction
il sad da.eibutod bnrdware, saftwan premmmngm urvomeut
sad inferma. aimom). in a o tLb hjouur , A[ hu Endowing computers with an ability to communicate with
speafic of,, we"bat dffrema from im rut or vata va- humans in natural language (e.g.. ordinary English) has
t&=. wh1ch doin aaiki-t._ We that tiat itnutm Al been a major topic of research in Al for over 20 years.
lOcuwO arms If boe prora im ta t w&i S "set A crM.Bt The ultimate goal of creating machines that can interact

stetom. Wtimattay dbomas oatus aiwa &Urt Cr ot A met. in a facile manner with humans remains far off, awaiting

breakthroughs in basic research, improved information

i l I Ii I " I i - [ - t
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procesng algorithms, and perhaps alternative computer Practic;at systems for () above are already commercially
architectures. However, the significant progress cxperi- available, and rapid development of this area can be
enced in the last decade demonstates the feasibility of expected over the next several years. Little work has been
dealing with ntural language in restricted contexts, done on area (2). but there appears to be no special techn-
employing today's computer%. ical obstacles to producing elementary systems in this area
Continuing research in this area sems likely to lead both if programs arc undertaken. Area (3) involves integrating

to progressively more practical. cost-effective systems and work on natural language processing with work on expert
to a deeper understanding of the natural phenomena of systems; some limited demonstration programs using styl-
NL communication. Each or these goals his impor'tance ized input and canned output have been produced already,in sommnication . Eaghem omtesleabl s pore but much remains to be done. Areas (4) and (5) requir•
in isolation; pursuing the simultanuy enables progresswork but significant progress could be
on each to support progress towards the other.

made if a concentrated effort were undertaken. (Note:
2.2 Application Areas Work in this area could help educate people in computer

Natural language processing has a broad range of possible science in general and in Al in particular.)
application areas. In considering natural language as the command language

Machine Translation or MT involves using machines to for controlling computer systems, it is important to keep in
convert documents written in one natural language to mind that English is well-suited to some kinds of man-
corresponding documents written in another language, but machine interaction and poorly suited for others (such as
with equivalent meaning. MT was proposed in 1946 and those involving extensive manipulation of numbers).
became a forerunner of today's work in Al. Creation of English is appropriate
fluent translations remains an elusive goal, * when dealing with computer-naive users
Document understanding involves reading documents by * for tasks which computer experts do infrequently
machine, and assimilating the information the documents
contain into a larger framework of knowledge. After read-
ing a document a device of this sort might produce an mal language
abstract of it, alert people who are likely to be interested ' for activities in which natural language is the subject
in it, or answer specific questions based on the information of analysis, e.g., intelligence gathering.
it contains. If such a device were to read and assimilate SFeech understanding involves the coupling of natural
many documents, it might act as a librarian, directing language processing with acoustic and phonetic procesin"
useri to especially pertinent fefefew. to achieve a device that can understand spoken as opposed

Document preparation aids could perform the task of an to typed input. Advances in this area are currently inhi-
experienced editor, detecting errors in spelling and gram- bited primarily by the lack of satisfactory --- .
mar, and suggesting ways to rephrase passages of text to acoustic/phonetic devices for recognizing sequences of P..
make them more inderstandable and to make them con- individual words in continuous speech. Special purpose
form to patterns of high-quality language usage. parallel hardware for word recognition is being pursued by

Document generation, a task related to document under- resarchers outside Al.
standing, involves translating information stored in a for- 2.3 Importance and Economic Impact
mal language in a computer's memory into ordinary Perhaps the most important economic factor of the current
language. The documents produced might be %ingle sen- age is that, as a society, we are moving away from an
tences or extensive texts. For example, information economy based on the manufacture and dissemination of
encoded in a formal language regarding the repair of an goods to an economy based on the generation and dissemi-
electro-mechanical device could be used as the basis for nation of information and knowledge. Much of the infor-
mechAnically generating instruction manuals in a variety mation and knowledge is expressible in English and z'ch
of natural languages. Moreover. from the same formal of the task of gathering, manipulating, multiplying and
description, different manuals could be generatod for dif- disseminating it can be greatly aided by computers. Thus
lerent audiences such as end users, repair personnel, and research in NL understanding can have a two-fold positive
engineers. Ultimately, documents could be tailored to the impact in our shifting economy:
background of each particular individual, making each
document more understandable and generating the (1) NL can enable comptera to interac: .ith u.ers in
appropriate level of detail, ordinary languagc, and therefore it can make computer

power available to segments of the population that are
Systems cont-al. the applications area with the greatest unable or unwilling to learn one of the formal languages
promise for near-term achievement, involves the use of NL usually required for interaction with computers.
in the control of computer systems. By coupling a natural
language interface with different types of devices, a range (2) NL can increase knowledge productivity by providing
of possible systems may be produced, including systems mechanical means for manipulating knowledge expressed
that (1) provide answers to questions by accessing large as natural language text.
data bases; (2) control such complex systems as industrial 2.4 State-of-The. 4t in Natura; Language Processing
robots, power generators, or missile systems; (3) furnish Currently. we understand how to do a reasonably good job
expert advice about medical problems, mechanical repairs, of literal interpretation of English sentences in static con-
mineral exploration, the design of genetic experiments, or texts and limited, well-structured domains of application.
investment analysis; (4) create graphical displays; (5) This is not to say that there are no open problems in this
teach courses in a broad range of subjects, interacting with area. but rather. compared with the other aspects of
students in English. language to be discussed, there is a substantial body of
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known results and proven techniques. occupied by a human, a robot might construct and execute

A number of good application areas are now possible, a plan that would lead to its saying, 'Please unlock the

Examples include NL database front ends. NL interfaces door so I can come in.*

for expert systems, operating systems, system HELP facili- 2.5.2 Speaker's Intent and Plan Recognition -

ties, library search systems, and other software packages; The planning approach to the problem of communication
text filters. text summarizers; machine-aided translation, has put new flesh on the basic skeleton of the theory of

and grammar checkers and critics. speech acts advanced by philosophers and promises sgnifi-

Parsing algorithms for syntactic analysis of sentences and cant advances in linguistic fluency of communicating

techniques for semantic interpretation (to determine literal machines. It also provides a framework for non.linguistic

meaning) are well developed, making possible many prac- communication through actions such as pointing or

tical applications, displaying a picture. There are, however, substantial

It is now possible to think about a much wider range of technical problems that must be addressed in order to real- e
types of NL processing, because machines have become ize the promise of this approach. These include develop-

substantially larger and address spaces have become rea- ment of reasoning systems capable of modelling and rea-

sonable for NL systems. In tbE past, a great deal of effort sning about the beliefs, goals, and actions of rational

was devoted to attempts to collapse code length so that agents; the representation, organization and access of the

space could be made available to expand the capabilities of knowledge necessary to support ssch reasoning; and the

NL programs. With the- advent of LISP machines, this is discovery of frameworks, methods and algorithns capable

no longer such a problem, and we can trade off space for of combining syntactic, semantic, pragmatic and general

ease of programming. world knowledge to perform the overall task of under-
standing an utterance in context.

However, extensive resources are required to develop a
new NL application even in areas we understand quite 2.5.3 Representation and Common Sense Reasoning

well. because there is no such thing as a small natural The emerging focus on problems of interpretation in con-

language system. If a system is to accep natural text have suddenly put great stress on the problems of
language, that is, unrestricted text or what people nztur- knowledge representation and common sense reasoning.
ally think of saying in the manner they think of saying it, The solution of these problems requires extensive use of
it must have a large vocabulary, a wide range of linguistic general world knowledge and knowledge about the rational
constructions, and a wide range of meaning representa- behavior of intelligent, communicating agents. It is impos-
tions. A small y'tem csrom4 be very Patural. sible to overemphasize the importance of reprtsenaisn m

Existing techniques begin to break down when we begin to and reasoning for this new stage of learning about

scale up to more open-ended applications where inherent language.
2 To extend existing systems we must address

limitations of the domain are no longer adequate to resolve many fundamental problems.

ambiguities in the language, or where sophisticated discus- (I) We must decide exactly what knowledge to include in

sion of time or three-dimensional space is required, or an NL system. This type of knowledge is considered by
where discussion and modelling of the beliefs, goals and people to be 'common sense,' and has never been codified.
rational behavior of intelligent agents is required. (2) We must discern classes of objects, relationships and

2.5 Research Areas in NL events that provide a national collection of terms which we

The most active current areas of research (and the most may use to describe knowledge about the world, and we

promising for new breakthroughs) lie in the area of recog- must describe their mutual interdependencies.

nizing the intent of speakers and the relatiunships between (3) We must devise appropriate notational systems.
sentences in continuous discourse, taking into account the (4) Knowledge must be organized in memory to facilitate

structure of the preceding discourse, the non-linguistic access. In particular. facts may need to be recalled upon
aspects of the situation of utterance, and models of the demand, and facts relevant to the current context may
beliefs and goals of the communication agents. need to be inferred automatically.

Historically, our understanding of the phenomena of (5) Knowledge and reasoning about the physical world is

language has moved gradually from the most visible and required for determining the referents of noun phrases. -

salient aspects such a phonology. lexicon, and syntax interpreting pr-,esitio.a phrases. disarbiguating word
towards the more internal and intellectual elements of senses and generally understanding text that refers to some

semantics, pragnatics, and reasoning. Like the stages of physical situations. This kind of knowledge is also criti-

gain a mastery of the earlier stages before proceeding to literally plausible, as opposed to metaphorical, humorous.

explore the later ones. sarcastic, or in error.

2.5.1 Plan Recognition 2.5.4 Generation

A recent innovation, with enormous potential for increas- The areas described so far have treated language as an
ing our understanding and capabilities in these areas, has input modality only. i.e., they have concentrated on
been the evolution of a methodology in which communica- language understanding. Current NL systems do not often
tion is treated as a special case of a goal-oriented action in use NL as an output modality, but this situation is
a common framework with non-linguistic actions. This expected to change quite radically in the future. Systems

allows for planning and reasoning about goal-oriented of the future must deal with situations where the system
behavior which involve communication and acquisition of understands that a user doubts, is confused by. or does not
information as a part of the overall activity of a system- understand the system's response. Such systems must be
As a simple example, in order to get into a locked room prepared to paraphrase or explain their responses..2

2 TMc reearch arms a k wiks. ecui-n ar d - sna s
rgatS r ae arms h4ly La afto ave a ldm Lmpatt eanpet zy)-
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Thtre are three main aspecu of generation- (fY devding trecfnhnngy. The ih-t prent, ,0iinad be giser te the
what to say, (2) deciding how to say it, and (3 finally basic research issues enumerated in Section 2-5 above, to
saying it. Thus, it should be clear that the previously insure new application areas in ten years.
mentioned research areas (especially planning. knowledge Although the research areas described above will require
representation, and common sense reasoning) a s highly ten years or longer to arrive at general solutions. it is pos- 0
relevant to generation as well as to understanding sible to make incremental contributions toward the limited
2.5 5 Algoeithm, handling of various discourse phenomena, such as ellipses

The study of the formal properties of algorithms needed to (i.e.. the omission of words that can be understood in con-
manipulate the various types of NL representations men- text). recognizing a user's intent in restricted situations,
tioned above, is itself an important research activity. We discovering some of the user's beliefs from the presuppoii.
know something about parsing algorithms and algorithms tions of the user's input, modeling aspects of common
for certain logic systems. We will need to know much sense, learning by reading text or engaging in dialogue, 0
more about algorithms. for example about those that allow etc. It should be emphatized. however, that one should

us to combine syntactic. semantic, and pragmatic not expect progress in the basic research topics to be
knowledge. One recent example is the discovery that strictly incremental. Major breakthroughs are required in
grammatical representations that combine syntax and order to obtain general and principled solutions for these
semantics (i.e., provide grammatical representations that topics.
are convenient for semantic interpretation) have properties Research and development of good NL toos should pay - -
which make their parsing only slighly more complex than excellent dividends. We now have available a few parsers .
the parsing of context-free grammars, and knowledge representation systems, which should make

2-5.6 Scaling Up - Learning it possible to build new systems more rapidly by using off-
the-shelf components for programs. Better documentation

If a NLP system is to be useful, it must be able to handle is needed for these systems, and we still need more experi.
a large vocabulary and have access to knowledge bases. enoe in tailoring systems from these components, but there
This imposes two constraints upon the design of an NL is the opportunity tn begin building custom NL systems
system. First, it must operate efficiently when it is in po6- now, for limited task domains.
session of relatixely large amounts of knowledge. Second,
means must be found for building up large knowledge Because it is now possible relatively easily to produce
bases appropriat:.- for NL understanding and for pfogres- special-purpose chips. the identification of potential paral-
sively expandiria system_ lelism in NL processing has gained importance. We can

realistically consiider algorithms for highly parallel word
Most working Al systems ac of limited scope. and so sense selection, truly concurrent syntactic, semantic and
there has been little actual experience with truly large- pragmatic evaluation of sentences, and speech format
scale Al systems. Therefore, it is an act of faith to extraction, with the expectation that such work can lead to -
assume that our current techniques will be effective in novel machine architectures mort appropriate for NL pro-
vastly larger systems. One possible avenue for research cessing.
involves the further investigation of techniques from data
base management, in which problems of scale are routine, Many good novel applLcatkuis are possible within the next
but in which the data has a much less complex structure, ten years, provided that we can solve some of the basic
Techniques specific to the management of Large collections resarch problems enumerated above. Many of these arise
of complex knowkdge need to be deveoped. in conjunction with 'information utilities* (i.e., information

services available via phone or cable connections). Posi- 0
The desirability of a large and incrementally expandable ble public services include automatic directories of names.
system poses some quite general questions of system addremcs. yellow pages, etc.; electronic mail; on-line
design. In addition, some problems arise that arc singular catalogues and ordering facilities; banking and tax ser-
to NLP. For example. it would "€ desirably to build a vices. routing directions (like AAA); access to books and
system that could learn both vocabulary and world periodicals through ti",es, authors. topics. or contents: and
knowledge by dialogue in NL with a user, or by reading undoubtedly many others. All of these services could also
text (e.g.. dictionaries, encyclopedias, texts, stories. etc.). have on-line NL help facilities and manuals. Tlhere are
The simpler aspects of this problem are within our current parallel neds in business and in the military services, e.g.,
understanding However. at the extreme end. one ""-t-,. -in-en-cry ccnro!, orderin; and
encounters problems of machine learning that require fun- shipping, coordination of organization planning and plan
dametital advances in our basic understanding. execution, and so on.

2.6 Opportunities in Natural Language Other good application bets concern the control of systems

Having reviewed the state-of-the-art and the major via NL- For example. we should, within ten years. be able
research problerms for the next ten years, we would like in to solve the r -oblem of instructing robots in NL. much as
this section to briefly state some of the short-term goals one would instruct a human assistant. This car, allow the
that could lead to significant improvements in NL robot to understand the goals of the instruction, rather

than just the means for achieving the goals, as is the case
teu -wk at " 

1
1 Cu..rt eitPUI' tysts a ad * t,- now with teaching-by-lcading-through-motions or "teach-

w" tha L~fcal rw &s applimumK. ,tsb linki Stwl soaufi
%adcrp ma d Th P w o f t.ot ,ep.oat~a~4 € ing" by ordinary programming. Understanding goals
sbe u ,,a ubxk may emte at LAter sss or dewjeAm would help a robot in dealing with a wider range of situa-
fr= t,.wats,"a ,u- wA at tOw mu Tbmt w Limny a tions and in recovering from errors .
teg&aWeed ( or & estpm syvtw* to be abi to uu.a t.it "a.
a." ad o60 (w bc,) Research on ,pcech understanding should have a high

priority Once continuous speech understanding is

9
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possible, the number of good NL application areas will find these kind of explanations absolute!y esmtial when
grow dramatically. Continuous speech systems seem cloic deciding whether to rely on :he machine's di'gnosis or not.
enough to reality (commercially available under $20.000 Despite their success, current expert s:.12.;s suffer from a
within 10 years. provided that sufficient research funds are variety of limitations. Among those Nrortcomings that 0
available) so that we should begin to think more seriously ought to yield to concentrated researc. efforts during the
now about the realm of new application areas that speech next ten years or so ar: the following. u' trly narrow
systems will open up. It is critically important that we at domains of expertise; inadequate Com: .. i.,::' annels
the same time make substantial progress on the fundamen- with the user (e.g.. need for better n, i;" ' 'ang=.. and
tal problems in NL understanding, so that we can move graphics); inability to represent certain .," f ktowledge
rapidly to produce useful systems. Speech recognition easily (e.g.. knowledge about processes, time, three-
alone, without NL understanding and action components, dimensional space, beliefs of the user): and the great diffi- -

would be of very limited value. culty of building and modifying the expert knowledge "

3.0 EXPERT SYSTEMS bases on which these systems are based.

Expert systems research is concerned with the construction It is this last area, knowledge acquisition, where we can
of high-performance programs in complex domains. By expect the most difficulty. Current systems are built by
"high performance' we mean functionality and efficiency having computer scientists interview experts in the domain
comparable with, or better than the best human experts. of application. The knowledge obtained from these
By 'complex domains" we mean those application areas experts, usually in the form of English sentences, must
requiring substantial bodies of knowledge, often of an unc- then be structured by the computer scientist (often called
ertain or judgmental nature. This potential for capturing a 'knowledge engineer') so that it can be unambiguously
judgmental knowledge expands the range of problems to and economically represented in the computer. (Inciden-
wh:,,h computers have been and potentially could be tally, this process of pr:cisely structuring knowledge, for
applied, instance. geological knowledge, for the computer can just

What differentiates the expert system methodology from as well be thought of as an advance in the science of geol-

traditional computer programming is an emphasis on the ogy as an. exercise in system engineering.) Although it is

symbolic manipulation capabilities of computers, in partic- reasonable to expect that we will be able to develop sophis-

ular the declarative representation of world knowledge, the ticated computer aids for the knowledge acquif.ion pro-

explicit ecoding of heuristics, and the exploitation of cess. it must be remembered that to comp!ely automate

non-numeric data structures for computer simulatiens. the knowledge acquisition process will require rather
dramatic advances in other areas of Al such as natural

3.1 State-of.-The-Art language understanding and generation, and machine

As just mentioned, expert system- differ from more con- learning.
ventional computer programs (which, like econometric Other problems that will require many years of work
models, for example. may possess considerable involve c,.nnecting expert systems to complex perceptual
*knowledge') by their ability to deal with uncertain and channels such as vision and speech. Although some work
judgmental knowledge, represented in a symbolic (often has already been done in this area, the general problems of
declarative) form. Expert systems differ from other Al interpreting visual images ar.d connected speech are diffi-
programs, such as natural language understanding pro- cult long-term research areas.
grams, because of their concern for subjects that usually
require specialized training in a professional field, such as 3 2 Current Research Problem Area
medicine, law. mathematics, or computer circuit design. It Though we have reached a point where we can develop
is perhaps one of the most surprising developments of the expert systems that can provide signiFcant assistance
past ten years that a useful portion of the expert within a narrow task domain, the sys:ems which have been
knowledge required for high-level performance in many of developed to date all suffer from several serious
these fields can in fact be encoded in computer programs. weaknesses. In general, there are (1) system development

In addition to high performance, most u thrse systems can limitations. (2) competence limitations, and (3) use limita.

explain their conclusions so that their users ha,'c a better tions. 0
understanding on which to base action and greater confi- System development limitations:
dence in the quality of the systems' lecilons. [his feature (a) Constructing an expert system requires several man-
can best be explained by consid. ng two contrasting years of effort from a programmer with a background in
approaches that could be used in c,. tructing a program artiricial intelligence: since very fw people have such a
for medical diagnosis. In a system ;ased on stat tical background, the number of expert systems currently being
decision theory using joint frequency distributions over developed is small.
symptoms and diseases. for exarple, the physi in user
migh. be informed urly that. given the s)mptoms, the (b) The expert systems which have been dveloped to

most likely disease is diabetes. A physician % ild have to date are not at all general: each system is a 'single-

take the conclusions on aith. and even if it -ere hiphly customer., system.

accurate, a user would be reiu:tait to dep, bnt' (c) Since the knowledge which an expert system has is
such a system. This use of unexplained c. " collected over time, often from several experts, it is not
sharp contrast to what most expert systems c. de unconmon for some of the system's knowledge i be
Current systems can describe the 'chain of . .g" inconsistent, there are as yet no good methods for identify-
employed by the s)stem in reaching its conclusi I lis ing such inconsistencies let alone repairing them.
chain re-rrs to the judgments. assumptions, r .., ,tnd
intermediate conclusions used by the system. Physicians

(a) Since the kno, Iedge expert s)Nten-- have is reea;..



to a narrow domain that is somewhat arbitrarily delimited, Meta-DENDRAL Infers rules that characterize behavior of
the syvstems sometimes make myopicjudgments. [Buchanan. 19781 molecules in a mass spectrogram. for use

(b) The systems do not have the ability to check their in DENDRAL system for chemical struc-
conclusions for plausibility; thus they sometimes make ture elucidation; infers these from given 0
incredibly naive recommendations, set of molecules and their known spectra.

(c) Since the knowledge the systems have is almost INDUCE/PLANT Infers rules that characterize plant
exclusively *surface* (empirical) knowledge, they are [Michalski. 1980] diseases, given data of symptoms and
unable to infer missing knowledge from general principles; known correct diagnoses. These rules
thus their behavior degrades badly when knowledge is yield expert performance comparable to
missing. that attained using rules provided by hu-

Use limitations: man experts.

(a) Almost no expert systems have natural language Examples of systems that learn heuristics (e.g., control
understanding systems as front ends; as a consequence, knowledge, as opposed to factual domain knowledge)
users may find expert systems unnatural to use. include:

(b) Though nearly all expert systems can provide expla- LEX Learn heuristics for selecting among al- .
nations of how they arrive at their conclusions, these [Mitchell, 19821 ternative applicable rules, in solving sym-
explanations are often not very convincing because they bolic integration prob,.rms, analyzing the
are not tailored to individual users. solutions, proposing heuristics, then gen-

(c) Most expert systems take longer to perform a task crating new practice problems. etc.
than is required by human experts. EURISKO Discovers new circuit stiuctures for

3.3 Research Opportunities [Lenat, 19821 "high-rise' VLSI circuits, and discovers
heuristics for guiding its search for new

While recent progress in expert systems has led to a hiristc t r u i s sear inew

number of practical programs, and to a strong interest by system, and has been used in additional
industry in this area, expert systems technology is still at a
very early stage of development. Because we are at such domains, such as elementary number

an early stage of development, the single most important t a l d
research investment in this area is probably to fund basic While systems such as those noted above have demon- . -
A[ research. This section points out several specific strated the utility and feasibility of computer aids for
research opportunities likely to lead to increased capabili- knowledge acquisition, further progress can have a major
ties and a broadened impact for expert systems in the impact on development costs for expert systems, as well as 0
coming decade. on the level of complexity of systems which can be con-

3.3.1 Knowledge Acquisition and Learning structed. Specific problem areas for near-term research on
Given the well-recognized knowledge-acquisition knowledge acquisition and learning include research of

bottleneck, one major opportunity for increasing the power methods for interactively and automatically analyzing am

and decreasing development costs of expert systems is in validating an existing knowledge base, and for isolating
errors.developing new methods for knowledge acquisition and

learning. Other promising directions in this area include: 0

A small amount of research is currently going on in this (I) Research on methods for inferring new inference rules
area, ranging from development of interactive aids for vali- from problem- solving experience. For example, in an
dating, examining, and debugging large rule bases, to expert system for interartive probl--n-solving, those prob-
more basic research on automated learning and discovery lcm solving steps provided by the user constitute inference
of heuristics. The former type of system (e.g., steps that the system migh: assimilate and generaiize into
TERIESIAS. Davis; SEEK. Politakis) has already been rules of its own foi subsequent use.
shown to be useful in development of expert systems. Sys- (2) Research on compiling "dep" knowledge into more
tems of the latter type are still in the basic research stage, efficient *shallow" inference rules. (This is in the context
and further progress in this direction could have a major of expert systems that integrate multiple levels of
impact on expert systems technology, knowledge of the problem domain.)
Examples of interactive aids for debugging a rule base (3) Longer term basic research on machine learning,
include: essential to progress on developing shorter-term knowledge

acquisition aids. Such basic research issues include
TEIRESIAS System aids user in isolat-ng faulty rule developing methods for: (a) extending representational
[Davis, 19761 in chain of inferences that leads to in- vocabulary; (b) learning by autonomously generating, sol-

correct conclusion. ing and analyzing practice problems: and (c) learning
SEEK System collects statistics on rule perfor- domain knowledge by reading text-books.
[Politakis, 1982] mance over a database of known correct

patient diagnoses, to isolate incorrect 3.3.2 Representation
rules, and suggest possible revisions. The representation of knowledge continues to be an area of

fundamental significance to Al. By changing representa- _
Examples of systems that infer new rules from provided tions one can drastically affect the functionality, effi-
data include: ciency, and understandability (and therefore modificabil-

ity) of expert systems.
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One key subtopic in this regard is the question of 4.0 ORGANIZATIONAL PROBLEMSAND NEEDS
representational adequacy, i.e., the question of whether A! has a number of special difficulties because of the
there is any way to encode certain facts within a language. ambitious, open-ended nature of its enterprise, and because
In the past, research in this direction had led to results of the size of the research community compared to the size
such as extension to predicate calculus necessary to handle of the technical problems. In addition, Al suffers from
default knowledge. Representation facilities are another many problems that are shared with the rest of science
key topic. In the past such research has led to the and engineering.
dc-velopment of convenient specialty 'languages' based on
frames and semantic nets. Perhaps most important is the Even restricted NL and expert systems can be very large,
actual representation of certain aspects of 'naive physics" and since the success of an approach cannot really be
knowledge, representation of time, space, matter, and measured until a system embodying it is completed and

causality. evaluated, the design-test-redesign cycle tends to be long.
The development of a full-scale system is also a problem.

3.3.3 Inference Methods Let us suppost that we want a NL system with a 10,000
Inference methods are crucial to the expert system metho- word vocabulary; while a portion of a lexicon for the NL
dology so that programs can apply facts in their knowledge system can be extracted from a dictionary, each definition
bases to new situitions. While substantial work has been also requires separate attention, since dictionaries do not
done on inference, both by logicians and rescarchers in Al, contain all the information necessary. If a team approach
certain forms of inference of particular significance require to construction is used, the team must be small in order to
further study. Important topics here include reasoning by avoid the types of problems encountered in the contruction
default, reasoning by analogy, synthetic reasoning (i.e., of operating systems -- as a programming team gets
design), and especially planning and reasoning under cer- larger, its members tend to spend more and more of their
tainty. time talking to each other about standardization, inter-
3.3.4 Meta-L.evel Architecture module communication, updates, etc., and produce fewer

and fewer lines of code per person per day. On the otherMeta-level architecture is a new area for research that has hand, if a programming team is very small, it will simply

considerable potential significance. The goal is the con- take a long time to produce the necessary code because of
struction of programs that can explicitly reason about and individual programming speed limitations. Similar prob-
control their own problem-solving activity. lemis arise with the building of knowledge bases for expert

The approach here is to view the problem of problem- systems.
solving control as an application area in its own light, just Progress is also slowed because Ph.D. candidates are
like geology or medicine. Control recommendations can be expected to work independently; the design and building of
expressed in a "declarative" fashion and a program can any significant NL or expert system generally cannot be
reason about these recommendations in deciding what to split very many ways while still allowing suitable academic
do. In this way, one can build a system of multiple credit to be assigned to all participants. Once a system
representation and inference methods, supply it with facts has been shown to be feasible, there are further difficul-
about its goals and methods, and allow it to decide which ties; universities arc not in a good position to develop or
to use in a given situation- Many traditioral knowledge support software, since the designer/builders generally
representation techniques, such as defaults and procedural leave after receiving a degree, and there are few academic
attachments, can easily be expressed as meta-level axioms. rewards for cleaning up someone else's system and making
Key subproblems include the meta-level encoding of stan- it robust. I
dard results from theoretical computer science, and the
compilation of programs built with eta-level architcture. Industries have special problems as well. The largeness of

NL and expert systems, and the fledgling state of our
3.3.5 Research on User Interfaces current technology makes it difficult or dangerous to
As expert system applications grow into increasingly com- promise profitable products on any time scale short enough
plcx problem-solving areas, the importance of high-quality to be appealing to management. There is also a wide gap

user interfaces will increase as well. Progress here involves between many of the kinds of programs that are produced
issues typically associated with man-machine interfaces, in academia and the kinds of programs that can become
such as the need for high-quality graphics, friendly inter- good marketable products. For example, while story-
faces, fast response time, etc. In addition, the nature of understanding programs arc considered (rightly) an itrpor-
expert systems applications usually requires that a system tant current academic topic, such programs have no clear
be able to explain its problem solving behavior, how it short-term market potential.
reached its conclusions, what inference steps were involved, The comments in this section so far have assumed that we
and whether the problem at hand is one for which it will continue to do research in roughly similar ways to
possesses appropriate expertise. For example, an expert those that have been employed in the recent past, that is,
system for medical diagnosis and therapy is much more that we will attempt to build Al programs that are
acceptable if it can explain the reasoning behind its diag- 'instant adults'. systems which are the result of program-
nosis and therapy recommendations. While current sys- ming. not of learning. There has been a growing interest
tems have capabilities for enumerating the inference steps in learning over the last few years, although only a frac-
involved in reaching conclusions, more sophisticated expla- tion of the learning research has been directed toward NI.
nation facilities would greatly improve the acceptability and expert systems. Certainly there are serious difficulties
and utility of these systems. One significant opportunity with the engineering of a system capable of learning NL
for improving user interfaces (especially for naive users) is or expert knowledge from experience (an 'instant infant').
to incorporate natural language interfaces into expert sys- For NL. the most serious problem seems to be adequate
tems. perceptual apparatus for extracting "important" items from
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raw sensory data. Even if we could devise such a learning and retrieving component, a discourse plan evaluator, a
program, there is little reason to suppose that it could be speaker modelling component, and a language generator.
progra.amed to learn language much more rapidly than a In addition, if it works on a data base or knowledge base
human can, which would mean that at least several years of some kind. there is a need for further support. There
would have to pass before we could judge whether or not are 6-7 different areas here, and even if each peson is
the system was adequate. And, of course, the chance of expert in three, there is a need for four or five people.
getting everything right the first time is close to nil. The story is similar for expert systems: an expert system
Nonetheless, this seems to be an important avenue to must have a large knowledge base, which generally
explore, to hedge our bets, to further cognitive science, and requires at least one expert and one knowledge engineer-
perhaps to find a compromise position ('instant five-year- An expert system also requires a user interface, which
old?') that would represent the optimal long-term route to involves both input understanding and output generating -

fully general NL systems. Further reasons for emphasiz- components. Again the minimum critical mass is four or
ing learning include the observations that the only five researchers. Using senior grad students is possible,
language users that we know are built through learning, but turnover after graduation causes serious problems in
and that we continue to use learning as adult language keeping a system working. Using these criteria, only three
users, so that we probably need learning of some sort in or four U.S. universities have a critical mass in NL, and a
our programs anyhow. similar number have critical mass in expert systems.

For expert systems, a key difficulty is that human experts People who want to co Al research must also be cognizant
are generally not very good at explaining the basis of their of fields outside computer science/computer engineering: "
expertise. We are very far from knowing how to design NL people ought to know linguistics and possibly psychol-
programs that could build a suitable knowledge base and ogy and philosophy of language; expert systems people
body of inference rules by simply watching problem situa- must know about the knowledge area (medicine, geology.
tions and the expert's solutions for them. Again, such a molecular biology) in which their systems are to be expert;
system would have to have sophisticated ways of judging vision people need to know our neuro-physiology and the
what items from its experience were important, and of psychology of perception and so on. This means that -

inferring the nature of the knowledge of the uxpert from effective critical masses may be even larger, and may only
these items. This seems impossible without beginning with be possible in settings which can provide the right support
a highly structured system. about which we currently have outside of computer sciencc/computer engineering.
very few concrete ideas. Leaving the critical mass issue, there is a critical man-

Another practical problem is finding good application power shortage at universities, especially for research and
areas, that is, ones where rJL or expert systems can be for graduate research supervision. Few new Ph.D.s are
truly helpful, where the domain is well-circumscribed and being produced, and computer science suffers from a .
well-understood, where the tools that we ncR have are singularly high emigration to industry (see Kent Curtis' 0
capable of conquering the problem, and where typing is summary): part of the problem is teaching loads. In a
possible and acceptable as an input medium. time of rapidly expanding demand for education in com-

Finally, there is an acute shortage of qualified researchers. puter science/computer engineering, both for specialists

Since most actual application programs are likely to be the and for those who want computer science electives, teach-

result of development by industry, it seems desirable to ing loads are likely to be high. This is compounded by

encourage more industrial effort. However, taking heavy graduate advising demands- Of the six faculty

researchers away from universities reduces the number of members in our group, one supervises twelve graduate stu- '

faculty capable of supervising graduate students and car- dents, two supervise ten each, one supervises six, and one

rying on much-needed basic research. supervises two. However, the one who supervises two also
supervises eighteen full-time professional staff members

4.1 Manpower and the one who supervises six has a relatively heavy

Al shares a severe manpower shortage with the rest of teaching load. When the need to write proposals for the
computer science and computer engineering. However, in substantial equipment and research funding needed to sup-
Al the problem is compounded because a "critical mass' of port serious research are added, it is clear that faculty in
researchers seems to be essential to carry out first-rate Al may well have difficulty fitting in time for research.

research To be concrete, let us list some of the require- Graduate students have in some cases decided not to go

mcnts for doing NL or expert systems research. into academia specifically because of what they have
observed of their advisor's experience-

Software support - Since Al uses languages and systems
software packages and often machines that are different Industry too has problems. man) not specific to Al. There

from the rest of computer science, separate systems people is such a shortage of qualified personnel that nearly as
are extremely important. At least one, and preferably two niany non-CS majors as CS majors are hired for CS posi-

or more are needed. Implementation is essential: ideas tions. CS education at universities also varies wildly in

cannot be tested without implementation, and many ideas quality, especially at minor institutions, and there is no
result from the experience of implementation. The day of easy way (short of some form of profession certification)
the single-researcher toui-deforce system has largely to judge the competence of prospective employees. No

passed. Because implementation is a lengthy and costly doubt, man) of the problems in generating high-quality

process, it is important to argue before implementing. In softare stem from poor education.

arguing, the generation of new paradigms is important .- a 4.2 Equipment 0
re'implanration of previous ideas is of little value. Al research requires extensive computer facilities, gen-
Within NL, a modern system should have a user interface, cral. different tyles of computers than those used for
a parser, a semantic interpreter, a knowledge representing large numerical taks There is a wide gap between the
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top few universities and research labs and the rest of the induce faculty members to remain and new graduates to
universities doing Al research. The top several Al centers choose in place of industry. This will in turn accelerate
now have one powerful, dedicated computer (usually LISP the production of new researchers. At the bent. we are
machines) for every three or four researchers (graduate still likely to have a serious shortage of Al researchers for " -

students and faculty) as well as a number of !arger time- the foreseeable future: given that there are fewer than 25 0
shared machines, ARPANET connections, and other faculty members who each graduate about 0.5 Ph.D. stu-
special-purpose equipment. dents per year. we can expect for the near future only 12

If reasonable Al research is to be done elsewhere, much or so new NL Ph.D.s per year. In expert systems, the

more equipment must be made available. More equip- situation is a little better, with about 30 faculty nation-

ment is also critically important to keep new Ph.D. gradu- wide, but there will probably still be no more than 15 new

ates in academia: a number of industrial labs are at least Ph.D.s per year over the next ten years. Probably only

as well equipped as the oest universities. Graduate stv- about half of the new Ph.D.s will go to universities, and it .

dents are unlikely to want to go to a place that has corn- will b five years before the new faculty produce their first

puter facilities that are inferior to those they are accus- Ph.D. students. Thus the manpower situation for the next
tomed to. ten years is likely, in the absence of any massive interven-tion. to leave us with fewer than 100 NL faculty aiiu
Al researchers at universities which do not have software about 100 expert systems faculty members nationwide at

support groups are now constrained to use a relatively nar- the end of the ten year-period.

row range of equipment types in order to use shared 
- -

software from other locations. The manufacturers of this As mentioned above, a possible way to increase our Al 0
preferred equipment (DEC, Xerox, Symbolics. LMI Inc., capability in the shorter term would be to eicourage a

and a handful of others) have not donated much equip- cross-over of faculty from areas such as linguistics or

ment in recent years; the few exceptions have been univer- development psychology to A] NL research, and from

sitics that are already relatively well-equipped. The future various fields of expertise (e.g.. medicine, geology, etc.)

looks a little brighter, since a fair body of Al software can into expert systems research. There are already incentives

now run under UNIX. and many manufacturers either for researchers with suitable backgrounds, since funding in

offer, or plan to soon offer. machines (especially based on many other areas (e.g., linguistics) has generally been cut :0
the Motorola 68000 chip), that can run UNIX. Mainte- along with social sciences. An infusion of researchers from

naace funds are also critical. there have been cases where these areas may have possible long-term benefits to Al NL

industrial gifts have been turned down by universities rcsearch above and beyond providing more manpower; it is

because maintenance was not included, and the universities our belief that in order to truly succeed in producing gen-

had inadequate budgets to pay the maintenance costs. eral, robust NL systems, we must develop a far deeper sci-
ence of human language understanding and language

5.0 AN ASSESSMENT OF THE RESOURCES development, and it seems clear that expert systems
REQUIRED FOR Al RESEARCH research requires humans possessing the specific expertise
Al's main needs are manpower and equipment. Except to be part of the effort. In addition to utilizing faculty

for very limited special purpose applications, At systems members from other areas, it may be advantageous to gain
require relatively large program address space and rela- the assistance of appropriate researchers in industrial
tively large numbers of machine cycles. When done on the laboratories in supervising doctoral research.
time-shared machines in general use (e.g., Digital Equip- It might also be helpful to provide graduate fellowships,
ment Corp. VAX's and DEC-20's), research is clearly though the most serious shortage seems to be supervisors -4
hampered by a shortage of machine power. LISP of research, not interested students nor money to support
machines are much better, but some (e.g., Xerox 1108's at the students.
$32K each) have rather small address space, and the rest
tend to be quite expensive (more than $75K) if dedicated 6.0 RECOMMENDATIONS FOR THE NEXT 5-10

to a single user. Very roughly about $25K-S35K in addi- YEARS IN NATURAL LANGUAGE

tional funds per researcher is needed to provide at least a (0) Don't expect too much; the number of researchers in
semblance of the best environment for Al research: any- the field is really quite small, and the size of the task of
thing else will mean that progress is slower than it could understanding is enormous.
be. In this estimate, we have assumed that a number of (1) Continue a broad range of basic research support;
researchers already have LISP machines. that some there is still a shortage of science on which to base NL
researchers will get more expensive machines (Symbolics system engineering.

600, LMI Nu machine, or Xerox Dorado), atnd that
shared facilities, terminals, modems, printer, mass storage, (2) Increase funding for equipment. Adequate equipment

etc.. must be purchased also. Including graduate students is essential if researchers are to produce working systems.

and research programmers, as well as faculty researchers, rather than just theoretical advances. Such funding has

there are now probably 150 people doing work on NI. and many benefits: Increasing available computer power can

expert systems in universities. This brings the total expen- dramatically cut the amounts of time and effort required

diture needed to properly equip these researchers for max- to produce running systems, since easy-to-write though

imum progress to about $5M. About $50K-S60K is computationally expensive systems can then be considered.
required to properly equip each new faculty member Squeezing a large program onto a small machine can be

very time-consuming. And if programs take too long to
Manpower needs cannot be solved quickly by the simple run, programmers start to work on speeding them up
infusion of dollars. Money that is spent on university instead of working on increasing their range of com- A
equipment will probably do the most good, because it can petence Making modern, powerful equipment available to
help speed the research for graduate students, and it can universities will help them retain faculty. Dcspite the
also make universities relatively more attractive places to
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apparently high initial cost compared to salaries, money only. This recommendation may happen anyhow, because
spent on hardware is likely to be a good investment. "social science" funding has been cut dramatically, putting

(3) Encourage reso,rce-sharing by funding specific pressure on many of the people that could help the Al NL

research groups to develop supply, and maintain a com- effort. To make this work, a fair amount of re-education,
mon body of research tools, for example AI programming especially in Al. computation and programming, will be
languages, natural language parsers, knowledge represen- needed along with some re-education of Al peopte in
tation systems. 'empty" expert systems (i.e., reasoning and linguistics and psychology, to build a common knowledge
knowledge base access portions of expert systems with base.
domain-specific knowledge removed), and programs for
transforming programs from one language or operating
system to another. To some degree, this recommendation -.

is already being followed, and has accelerated research
progress.

(4) Create and encourage development groups in industry
and military labs, and encourage increased contact
between such groups and university and industrial basic
research laboratories. Universities are particularly ill-
suited for developmental efforts, since there is a high turn-
over of key system builders, making it difficult to support
application systems. In addition, we need all the effort on
basic problems that can be mustered. Development could
be handled by groups that have more traditional software
backgrounds; once feasibility has been demonstrated, Al
systems often look a lot like other programs. Possible
incentives could include tax breaks and jointly funded -
university/industry research and development efforts, 6
though the latter would have to be designed judiciously to
avoid waste and mismatched expectations and capabilitics.

(5) Encourage industrial research laboratories to help by
advising Ph.D. research wherever possible. Such coopera-
tion can benefit the laboratories by providing relatively
low-cost, high-quality staffing, and can help increase the
size of the U.S. research community at a faster rate. This

recommendation can work; SRI Internationa, and Bolt
Beranek and Newman. Inc., among others, have success-
fully functioned as Ph.D. research supervising institutions
for a number of years.

(6) Maximize faculty research and research supervision
time by providing partial academic year salaries as well as 0
summer salaries.

(7) Institute three-to-four year research initiation fund-
ing, including equipment funds, for promising new gradu-
ates who agree to stay at universities. Hewlett-Packard
has already undertaken such a program.

(8) Encourage the design of novel supercomputer archi-
tectures that take Al needs into account; current super- 0
computers are designed for numeric computation and arc
of little use or interest to Al, though Al badly needs com-
puters with greater power. Al researchers have begun to
design such machines at a few locations. Al people have
had some success at computer design 'l(e.g., LISP
machines), but it would be desirable to have groups that
specialize in computer design become involved with such
designs. Japan. in its Fifth Generation Computer effort.
has already undertaken such a goal, and it seems quite
possible that even a partial success in their effort can
cause serious erosion or loss of the U.S. high-tech edge.

(9) Encourage cooperation between Al NL research and
the traditional fields intcrested in language (linguistics and
psychology). This can serve the purpose of aiding the _
building of a science of language and cognition and can
also provide a more rapid increase in manpower resources
than is possible through the training of r.cw researchers
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1.0 INTRODUCTION environments and privacy/security must continue for clas-
There is overwhelming agreement that because of ontinu- sical centralized systems, for small (less than 100 procs-
ing hardware advances. personal computers and profes- sor) systems, for tightly coupled distributed computer

sional workstations will become as ubiquitous as home architectures. ane for (inter)networking; these same issues

olor television and office telephones by the end of the oced to b tac-led as well in the vastl" larger contex of
current decade. Already sales of small personal computers the megacomputer network' of the future.

arc nearly a million a year! On a university campus or in While industry will clearly be involved in research and
an industrial or governmental organization, this explosion development in this exploding area, basic research ii vital
of computing will mean that there may be literally to provid- answers to fundamental questions and to pro-
thousands of machines within the organization, essentially vide directions for development. With industry/university
one for each *knowledge worker' and support person. partnerships developing in the research area, there is

Extrapolating current trends, these machines will not be greater likelihood of telescoping the time needed to develop

stand-alone stations but will be electronically connected to succssful distributed systems.

a hierarchy of local area, backbone, and geographically We see gaps in present knowledge. which if filled, could
dispersed long-haul networks. The key question is not how make enormous differences in the effectiveness of mega
to connect machines electronically, but rather how to do it computer networks. Among the critical issues are the fol-
at higher levels, for purposes of sharing both information lowing:
and processing. Indeed. the question may be phrased as
'what does it mean to have the ability to connect millions 1.1 Inhovative U.'s
of machines together" - how will individuals work (and Computer networks of one million nodes or .norc present
play) together, how will work and information be distri- opportunities for innovations of an unprecedented nature.
buted, shared and protected? What new industries, service When networks were first implemented at the end of the
providers, technical spccialties emerge? While answers to 1960's. their immense value to support electronic mail was .
these questions are being developed. bmth in the local-area iunpictly unfvrcseen. This in turn has given way to
network and longhaul network research communities, it is teleconferencing, whose conception is due completely to
ciear that the complexity of the problem grows enormously the emergence of network technology. To draw an anal-
as we move from networks with several hundred machines ogy from the VLSI community, consider the development
to those with millions. It is likely that entirely new ways of the microprocessor, which might have been foreseen
of thinking about systems of this size must be developed, prior to its development. Then consider all of the resulting
much as modern electronic telephone switching bears Little fallout of the microprocessor which has made economically S._.
resemblance to switchboard-panel technology, feasible the technology of office automation and the home

Today's growing proliferation of machines, networks, and compute r. This secondary effect of VLSI technology was

user environments constitutes a "towcr of Babel' threat to unimaginahk in the )ears prior to the development of

mar the rosy picture of the "wired" campus, city, state or VLSI.
nation. Unless the di'ficult research topics listed below are Clearly. the million-node network creates opportunities to
tackled with vigor to yield pragmatic answers in the next 5 gather, collate, and disseminate information in totally new
- 10 years, and unless there is greatly increased interest in and innovative ways. Research funding for innovative I -

and compliance with standardization efforts, there will be applications well in advance of the implementation of such
chaos; users will not be able to communicate effectively, networks would greatly influence their implementation and
Research in such questions as resource management. user assure that their eventual development could support

L ! -
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imaginative and important new ideas. individual nodes, and then to determine how to transform
those of any one node into those of any other node. This

1.2 Problems of Scale holds as well for the communication protocols between

We are confronted with the prospect that within a decade nodes, which undoubtedly will differ from across a very
the size of our systems will grow by several orders of mag- large network. Not only must conversions be made 0
nitude. This explosive growth renders obsolete much of automatically between differing segments of a network,
what we now know about designing and controlling sys- but it must be possible to define and attack a totally new
tems: - It is not possible to observe the global 'state* of type of node as well.
such a system using a conventional definition due to uncer- 2-0 THE RESEARCH AGENDA
Lain time delays and the likelihood of error in message-
based communication. - The algorithms that we presently There ate several fundamental problems of distributed sys-

employ are infeasible for systems of the size with which we tems that must be attacked to create a body of knowledge
will be confronted, due to greater than linear growth in to support the next generation of distributed systems.
processing and data storage requirements. - Our intel- There have been notable advances in the past that have led

lectual ability to 'visualize" the system fails, due to it to successful commercial exploitation of distributed sys-

immense size and asynchronism. For the same reasons. tems. But to a large extent, the speedy exploitation of

existing aid to comprehension also fail. available technology has leap-frogged over the basic ques-
tions. Fundamental problems must be addressed to sup-

An analogy to the problems currently being experienced in port future technological advances and to explore more
the area of design aids for VLSI circuits may be helpful in deeply the promising, but difficult, areas that have been
understanding the problems of scale. In a very short bypassed. Good ideas across the whole spectrum of distri-
period of time, the number of gates per device went from buted computing merit attention. The following problem
10,000 to 100.000, and devices with 1,000,000 gates will areas describe some of the major areas of research ques-
be achieved in the near future. This revolution has created tions today. The list is not intended to be complete, nor is
enormous opportunities as well as enormous difficulties, the order indicative of relative priority.
The approaches to designing and verifying devices with
10,000 gates were stretched to their limits with 100.000 2.1 Theoretical Foundations A
gates, and are simply inadequate to deal with devices of Distributed processing lacks the theoretical underpinnings
1,000,000 gates. This inadequacy is felt in many ways. that exist for traditional sequential processing. Because
New tccinilques are requircd to make designs of this size sequentiai processing has an acceptabIc model of computa-
modular and fault-tolerant. Design-automation algorithms tion, one can pose and answer questions of the limits of
fail on 1.000.000 gate designs (for example, it can take computability and the complexity of computation. Distri-
many days on the fastest available processors to do logical buted computation lacks an adequate model to date so that
and electrical verification of a design.) The intellectual it is not even clear how to pose such questions. The essen-
ability of designers to grasp designs of this size fails, and ial difference between sequential and distributed process-
existing design aids provide totally inadequate assistance. ing is that distributed processing has uncertainty associ-

The problems now being confronted in the area of VLSI ated with the value of remote information and the state of
design are very similar to the problems about to be faced remote devices. A processor can read remote devices to
in distributed system design. The key intellectual issue is obtain information on data or state, but by the time that
how to 'decompose* into natural clusters an extremely information reaches a processor it may be obsolete. How
large, extremely complex system so that its complexity can does one model this property? Given an adequate model, p
be managed -- so that we can grasp its functional units how does one pose and solve the interesting questions con-
and their states, so that algorithms can be designed to con- cerning control and data access that make this model so
trol them, and so that the system as a whole can be visual- different from conventional computation! Complexity
izd and comprehended. In addition, we must devise measures anu theoretical and practical limits on the com-
robust algorithms for controlling these systems -- algo- putational power of a distributed system should be directly
rithms that 'converge* in the presence of imprecise infor- available from a suitable model of computation.
mation. A good theoretical model also should be helpful for verifi- .

1.3 Destandardization =-"ion of distribu±cd prngrarri. hut the verification process
for distributed programs is itself an important open prob-

The present trend towards a great diversity of computers, lent. From a practical point of view, distributed-program
software, communications interfaces, and communications verification may have to be supplemented by testing pro-
protocols has led to some difficulty in interconnecting a cedures. Here again, theoretical research may lead to test-
variety of systems together into one computer network or ing and verification procedures, which in combination yield
into a ciosely-coupled distributed processing system. satisfactory means for validating distributed programs. It
Where ad hoc solutions have worked effectively today, the is necessary to balance the cost of exhaustive verification
problems of the future will be greatly exacerbated by the against nonexhaustive testing. The following considera-
trend toward greater diversity. Standardization can allevi- tions suggest why a combination of verification and testing
ate some of the problems, but is not a satisfactory total may be effective.
solution when advances in technology make existing stan-
dards obsolete within a few years or their introduction. I Verification can be done without building and run-
What is needed is a better understanding of how to cope ning a distributed program, which could be a costly
with diversity, and this in turn requires a better under- process. Consequently, verification can give confi- P
standing of tie nature of networks and distributed systems. donee in the correctness of a distributed process
To solve the problem, it is essential to know the objects before committing resources to implement it.
and processes that are the basic building blocks of
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2 For practical reasons, testing must often be nonex- part. How can this b. prevented? If not. what are the
haustive. Hence, an algorithm that passes all tests ramifications and how does recovery occur?
may still have flaws. Verification may reveal what A major goal for research in the design of reliable distri-
flaws are detected by specific sets of tests. buted systems is to be able to assure that when a message,

3 If an algorithm satisfies a nonexhaustive battery of file or a transaction is committed to the system, the mes-
tests, verification may reveal the limits on the sage or file will arrive at its destination without error, and
corresponding domain of inputs for which the tests in a timely fashion. The user should be able to assume
guarantee correct behavior. Therefore. theoretical that. unless informed otherwise, the system has carried out
studies into both program verification and program the request correctly. If the system is unsbl- to complete
testing techniques could yield results of great util- a request, the system must ensure that the transaction is
ity. We note that testing and verification tech- fulfilled in its entirety or not at all, because partial fulfill- 0
niques of distributed programs appear to be more ment may leave the system in an incorrect state. The
difficult than onventional programs because of techniques that have been classically available in multipro-
inherent characteristics of distributed programs cessor systems for this purpose need to be extended and
with regard to access to remote data and state improved to manage the recoverability of data and
information. processes within a distributed system. Not only should one

expect a node in a distributed system to be capable of
2.2 Reliability in Distributed Systems recovering from its own malfunction, but also nodes should
Reliability is one of the factors that has pushed the be capable of detecting the malfunction of other nodes to
development of distributed systems. The idea is that an take corrective action to prevent further damage. A
entire centralized system fails when the central processor gracefully degraded system under these circumstances
in that system fails. Presumably, the failure of a single should continue to be operational.
node in a distributed system does not harm the operation Distributed computers are unlike centralized computers in
of the remaining nodes. But design techniques to achieve regard to recovery because of the observability of state. A - -

this goal have not been perfected, although "nonstop com- centralized computer can be restarted by setting its initial S
puters show that techniques have reached the stage where state, and it can be checkpointed by saving its state at
they can be exploited commercitlly. Note that the non- some intermediate point. It may he impractical to set an
stop computers are relatively simple systems as compared initial state in a distributed system, especially as the
to the huge network of computers that are likely to exit in number of node; grows as large as one million. Moreover,
the future. Reliability of a complex network may be more it may truly be impossible to save its state. Hence, we
difficult to achieve because of the problem of scaling, must find %ays to recover. For example, we might save

Other approaches toward reliability may use a mix of other 'snapshots' of consistent states of fragments of data
techniques. Whas techniques, for example, are most suit- bases, hoping to install them later when necessary. Tlereable to achieve ultra-reliability? Can the cost of ultra- are many open questions here, including the applicability

reliability be greatly reduced with only a small decrease in of the technique to networks with a million or more nodes.
reliability? Can a specific portion of a system be given In any event, the solutions it. place for multiprocessors are
ultra-reliable protection and have its protection unimpaired not directly applicable to distributed systems.
by other less reliable portions of the network? If so. which
portions of a network should be made ultra-reliaUe to 2.3 Privacy and Security
achieve a reasonable trade-off between total cost and total In distributed systems. as in conventional centralized sys-
system reliability? tems. there is a need to protect a user's stored data, and to

The possibility of obtaining incremental changes in relia- provide means by which a user can exercise control over
bility of a distributed system for small incremental cost access to protected data. In addition, in a distributed sys-
increases is an important factor here. This may be a tem. there is a need to protect data n transit from one
attractive cost-effective method for gaining reliability. But component to another. Hence, there must exist a mechan-
much depends on research into the reliability techniques ism for naming a user, for distinguishing one user from
and the identification of where they should be applied, another, and for authenticating that a user who claims to __

Large distributed systems might well exhibit a failure be User A is. in act. User A. These requirements hold
mode that is a form of system instability somewhat dif- for centralized systems as well as for distributed systems.
ferent from failures directly attributed to component But in distributed systems, there is the additional difficulty
failures. Instability may arise from deadlock, from in dealing with remote access to cryptographic keys, pro-
saturated communication links, or from software faults. A tected data. and authentication processes. Can this really
reliable distributed system must be free of instabilities. as be made secure? Some of the questions of interest and
well as resistant to hardware failures. Therefore, in the worthy of investigation are the following:
presence of an error or fault condition, a distributed sys- I The existence of user ID's implies a user registry of
tem must be robust and resilient, so that the perturbation some sort, whether actual or only conceptual. How
is contained and cannot propagate through the system. should such a registry be organized? Should it be
Moreover, it must be possible to isolate faulty nodes from centralized? Distributed? Replicated? How
a distributed system for repair without interfering with the should entries be added to and removed from the
computation taking place in the remainder of the system. registry? Who should be permitted to make such
For otherwise, the repair of any node may force a total changes to the registry?
system shutdown, which becomes intolerable as system size

increases. In a large system. successive node removal may 2 What sort of authntication procedure or pro-

suddenly disconnect some part of a system from another cedures should be used? Passwords? Voice prints?
Challenge/response? Card keys? If a password
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mechanism is used, how can passwords be pro- .ategrated into debugging tools.
tected? What system entities can be trusted to Finally, the majority of the evaluation of mechanisms for
perform authentication? At what point should controlling distributed data and distributed programs can
authentication be performed? only be conducted experimentally today. On the one

What sort of access control mechanism should be hand, modeling tools must be developed to reduce the need
used? How can access control be implemented in a for this relatively costly approach. On the other hand, we
reliable fashion? The effectiveness of access con- must accept the fact that experimentation is a valuable

trol mechanisms depends upon the extent to which exercise, and develop efficient approaches for carrying out
they are actually used. What sort of user inter- experiments. One approach, the "testoed,' emphasizes
faces to the access control mechanism should be modularity and flexibility, so different algorithms and stra-
provided? tegies can be easily 'plugged in* and compared.

4 The existence of mechanisms to ensure the privacy 2.5 User Environment
of data against inspection by the unauthorized user
may invade the user's privacy because they can be There is a rapidly growing familiarity with educational
used to monitor the patterns of the user's activity. and video games, office automation tools, such as dece-

How should the system be organized to prevent troluic mail, personal databases, spread sheets, and word

unauthorized monitoring of a user's activity? processing, and even teletex/videotex information services.
After many years of rapid development, the utilities avail-

5 What grades of service for protection can be able for distributed systems at the end of the decade will
offered? be far richer, far more diverse, far mor,. comprehensive

6 How do you offer access to aggregate data while than the current state-of-the-art for stand-alone systems.
protecting individual data? Again. the problem of managing complexity arises, this

time at the user/machine interface, the port to the global
2.4 Design Tools and Methodologies system. Most users will not be trained in computing, and
The specification, design, and implementation of a com- the interface must, therefore, be unlike today's predom- .
puter system is a difficult exercise in mastering complex- inantly programmer-oriented computer interfaces. As S
ity. Tools that assist in the tasks of specification, evalua- those constructing office automation systems have found, it
tion. and debugging are essential to this process. The need is critical to design services *outside in,' that is. starting
for development methodologies is especially important with a common user interface, rather than with individual
because our intuitions fail us in the case of large con- subsystems integrated ex post Jacto. Research is required
current systems. Every system must meet goals of func- into how such interfaces should be specified, validated,
tionality, performance, correctness, and reliability, implemented, documented, taught, and grafted onto exist-
Whether these goals are ambitious or easily achieved, it ing programs that must be preserved and cannot be rewrit-
must be possible to design them into a system, rather than ten.
add them as an afterthought. One key requirement is the It will be a design goal of distributed operating systems to
ability to predict performance prior to implementation, present to the application programmer the abstraction of a
Another is the ability to validate or verify a program from "virtual uniprocessor" supporting multi-tasking for many
its specification or its behavior on test cases. Initial pro- purposes so as to hide a complexity of distributed
gress has been made in both of these areas, but the scale resources. This involves, among many facilities, the aceep-
of the systems that we will be called upon to construct in tance of a common representation of data structures and
the foreseeable future demands considerable advances, their operations and/or automatic conversion services.

In the same way that users require high-level linguistic Conversely, for other applications, especially for those in
support, so do system designers and implementers. Pro- which performance is paramount. the multi-window user
gramming languages must be tailored specifically to the interface should make it relatively straightforward to
distributed environment by providing for interprocess com- specify the linking of resources and to monitor the progress
munication and the control cf concurrent operations on of the distributed computations, each reflecting its status
shared data. in its own window. A graphics-based, multi-window

Facilities for testing and debugging clearly are important environment will allow the user to participate in a mul-

aspects of building real systems. Testing and debugging Lipcrblt iiteiacticr, read incoming mail, reply to prier

typically are acoomplished by controlled execution of a mail, etc., all without switching modes.

program in a test environment and involve starting, stop- There will be two types of programming: where possible,
ping, inspecting, and continuing the program. These func- users should be able to combine existing utilities with a
tions are extremely difficult in a distributed environment powerful command interpreter, with a primarily picto-
for a number of reasons, some of them practical and some graphic (*iconic') interface or specify new programs in a
of them fundamental. In the former vein, there are more high-order 'visual programming language.' This language
computing elements to control, and it is difficult to start will likely emphasize programming by example (let me
and stop a distributed program in a coordinated fashion, specify how to do it'). For esample, message-based inter-
In the latter vein, it is a challenging problem even to process communication might be specified by indicating
define what we mean by the 'state' of a distributed con- icons representing the processes, having mailbox icons be
putation, much less to capture that state and restore it attached to their corners and picking the variables to be
during the debugging process. The ability to monitor and transmitted from a menu associated with a process icon.
control communication between cooperating components is While tree-structured directories and menus are well-
a useful mechanism for testing and debugging, but more known, they are not sufficient to handle the number of
powerful and flexible techniques need to be developed and options and sizes of databases that we may expect. New
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selective dissemination of information techniques will have information, the presence of physical concurrency, the
to be invented, in conjuction with expert systems which potential for partial failure, and the replication of data and
car dynamically tailor the presentation to the user profile, processes. Despite these difficulties, mechanisms for dis-
Also, graphical specification of executivc commands and tributed systems have been found recently for a number of
programming language constructs is another young these problems. Future research effort must be devoted to
research area requiring not only the development of new developing techniques for evaluating alternative mechan-
user interface techniques, but also research into underlying isms. and to developing new mechanisms that can be
formalisms that allow "behind the scene' verification and scaled to accommodate very large systems.
optimization of user command sequences.

2.7 Accessing Resources ani Services
2.6 Distribution and Sharing The ease with which a user can discover the existence of

In theory. distribution of data and programs can bring resources and services, locate them in the internetwork. 0
about higher performance and reliability, but in practice, and access them will determine the nature of the coopera-
achieving these goals for - specific application is a difficult tion between users in a large distributed system. The
and time-consuming task. For example, a program can be ARPANET community, for example, has consistently
partitioned into a number of concurrently executing been limited in its ability to share resources and services
modules to improve its execution time. This has been done because the host operating systems of the machines on the
successfully on some applications, such as sorting, but to network do not provide the necessary tools either to the-
exploit fully the potential advantages of distribution, we programmer or to the user to build distributed applica-
need to develop general mechanisms for decomposing tions- Interaction on the ARPANET has, therefore, con-
problems, replicating resourccs, and distributing work load sisted almost entirely of mail. file transfer, and remote-
across a system. Strategies for managing data and pro- terminal access.
grams in a distributed system must be devised. For The need for closer interaction within the ARPANET has
instance, program segments must be synchronized and not been a pressing one, since each machine is usually an
scheduled. They may have to share common data, and the autonomous timesharing system complete with secondary-_
consistency of such data must be preserved. storage, printers and a large user community and mainte- P
Currently, the decomposition, replication, and distribution nance staff. As our computer networks grow from hun-
operations have not been automated, so that system imple- dreds to hundreds of thousands of machines, each indivi-
menters have a difficult task in preparing programs for dual computer supports a smaller tiser community (eventu-
distributed systems. Decomposition appears to be particu- ally a single person or family) and becomes much more
larly difficult because it depends strongly on program specialized - no longer providing locally services, such as
behavior factors that are made evident during program large secondary storage. archival storage, printing, data -.

execution and arc difficult to estimate from a program acquisition, and database management.
specification alone. The state-of-thr.-art today for dcom- This specialization makes the need for simple access to
position, replication, and distribution taken together is distributed services a critical component of the success of
largely a matter of experimentation on trial solutions fol- the network. Unfortunately, the potentially large number
lowed by the selection of the best one. This methodology of computers involved also drastically increases the com-
clearly cannot oc used for the million-node network. plexity of providing for simple access. Directories of ser-

There are actually two different motivations for distribu- vices, for example, potentially become enormous. When
tion and replication of modules across a distributed system. equivalent services are ieing offered in a number of dif- .9
One motivation is enhanced performance, the other is reli- ferent locations, algorithms must be developed to select the
ability. Automatic algorithms for decomposition, replica- appropriate instances of a service. When many such ser-
tion, and distribution are undoubtedly quite different when vices arc required to perform a single task. it is necessary
driven by reliability considerations, as compared to perfor- to orchestrate the resource allocation.
mance considerations. The open question here is to invent The resources and services available in a distributed sys-
algorithms driven by each consideration individually and tem are potentially represented and treated differently. yet
then by both considerations jointly. Just how they are functionally equivalently. throughout a distributed system.
affected by treating both reliability and performance Thus, when a user invokes a service, the effort will be the
,cinfl,' is Sti!! matter of conjlecture. same. regardless of which processor performs the service.

Other important problems that arise in the control of dis- This is a major challenge in a heterogeneous large-scale
tributed processes are: system. Let us consider some of the problems that arise in

such cases.
I Scheduling of tasks;

2 Synchronization of the start of one task to particu- I Baic Notions of Resources and Services
lar events, such as the completion of some othertask; 

What resources and services should be provided?Some are obvious and include file access, archiving,
3 Deadlock; and database access Some are less obvious, and
4 Temporary inconsistency of data might include the ability to treat, for example, a

Many of these problems first manifested themselves in screen image file as an entity that could be moved.
centralized systems. Often, the mechanisms developed in displayed, or transformed.

that context form the basis for solutions in a distributed
environment There are significant complicating factors, W
however, such as the lack of centralized control resources. flow can they be represented

throughout a large netork of dissimilar
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computers? Is it poaible to achieve machine- appear in this form in other types of distributed systems.
independent access to these resources? Here. we briefly outline some of them:

2 Discove.y I Data Models

How is the distributed data represented? How, if
Mechansms need to be provided for determining a l.i h srmd wr ftedt itiu
what services are available on the network and to tion?

determine their specifications and interfaces to
other programs. In essence, this is the problem of 2 Heterogeneous Databases
providing on-line "yellow pagez." Mechanisns such
as the UNIX on-line nanual facility already exist If heterogeneous databases exist, how are data
for single computer systems, and attempts have commands translated'?. What model is used to view
been made to provide on-line manuals of services data in different databases? How are updates (if
for the ARPANET community. A number of any) performed?
potential problems arise when considring extend- 3 Distributed Query Processing
ing such services to a very large distributed system.

What is the best way to process a query that
3 Naming and Locating Services involves data at multiple sites?

4 Multimedia Databases
Once a user's program requircs a specific service,
there is the problem of resolving a name for that How can databases that contain text, graphs. pic-
service into a location in the system and an access tures. voice, as well as conventional data, be
right to communicate with that service. Most accessed and managed in a distributed environ-
name-lockup mechanism are local in nature and ment?
are of limited complexity, but some are global and
have to deal with problems such as parts of the 2.9 Network Research
name space under different administrative controls, There are several key areas that require attention. One of
indefinite expansion of the natae space, and these deals with the architecture of advanced local net-
etremecly iariga itaoe ipac" ahoking systemns that would =low ittter-ated voice. Onsw

4 Accessing Sevice$sfnterprocess Communication and graphics transmission over wire, optical, and radio sys-
tems. Total system designs must provide for high availa-

At the programmer's level, a uniform interprocs bility and fault tolerance of all components, including the
communications mechanism needs to be provided, underlying communications system. Those two require-
and must be powerful enough to handle both syn- ments are not achieved in today's local networks. In addi-
chronous and asynchronous styles of interprocess tion. the problems of extending the privacy-oriented pro-
interaction. Ideally, the interprocess communica- tection systems which could exist in the processing ct-
tion facility can hide the diversity of networks that ments of the distributed system into and through the com-
will inevitably coexist. It is equally important to be munications system also is not understood.
able to tran.vmit and receive access rights to invoke Another open issue is the intercornction of networks with
services as well as to invoke the services. Current dramatically different capabilities, speeds, and protocols.
interprocss mechanisms provide these facilities for Many examples of this will exist in the future and,
100 or fewer nodes. The solutions used in these currently, we have inadequate understanding of gateway
implementations are unlikely to scale to serve very design, protocol conversion, and capability-matching
large networks. mechanisms. The potential of cellular mobile telephone to

2.8 Distribured Databases provide low-cost portable data communications services
also raises many open and difficult issues in the addressing

A distributed database system allows users to access and and protocol areas.
w sharc a czmmurnity of d.tabese. ,and will form t criical Protocui rc:csueih hz dvait largely,';h r*. o:L of
component of many megacomputer networks of the future. independent processors which communicate text over
Distributed database systems are in themselves distributed moderate bandwidth lines. Very little work has been done
systems, so all of the research questions covercd so far on protocols which deal with more general objects and ser-
appear in this research area, such as problems related to vices. such as graphics images and integrated voiceidata.naming facilities, security, and reliability. In fact. several Effective utilization or very high bandwidth lines also
concepts that have been developed from within the distri- requires attention It is not even clear that current tran-
buted database framework are finding applicability in dis- sport and internet protocols will support adequately such
tributed systems in general. For example, the notion of enhanced services and communications capabilities.
control of concurrent operations on shared data first Communication and resource sharing will be an important
emerged in the database context, but was useful in proving feature of the poposed environment. Design of processors
the correctness of general distributed algorithms. Simi- and operating s).tems which facilitate protocol design and
larly, the executive of same distributed systems has bccn implementation is a largely untouched area.
implemented using the idea of atomic transactions, which io re
also originated in database systems Tools are required to aid in the design and evaluation of

protocols. At present. design is largely an ad hoc process
In spite of this. there are a number of research areas 'hat and performance meirics/tools are almost totally lacking
are specific to distributed databases, or at least do not
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3.0 RELATED ISSUES 9 Network research.

Quite apart from the poblems that must be solved to There are serio"u concerns about the resources available to
understand and build effective distributed.procesor sys- conduct research in the field Among the problems per-
temi, there are problems related to their applications and ceived are:

. management. The societal impact will clearly be exten-
sive, since such systcms can provide new capabilities, new I Level of funding
modes of employmen t and whole new industries. Ther 2 Manpower and education
are fundamental concerns, however, regarding privacy. 3 Faciliths.

- s-crity. and basic protection of the individual. Further-
* " more, the issues of protecting copyright of electronic publi- While the first two concerns are important, there are no

cations, and of preventing theft of proprietary Software special requirements which distinguish ncds in the 5
and data, are arising. Should software and data be distri- disributing-computing.networking area from those of
buted in encrypted form. with the key provided upon verif- other computer science sub-specialties. Discussion of these
cation of payment? Or should it be given physical form reevant and difricult proble.u should, therefore, be held
to make it harder to pirate, for example, distributing not in "t. broader context of the field as a whole.
just a read-only memory chip for the program, but a corn- The question of proper experimental facilides for distri-
plete module containing a full microcomputer? How will buted processing is equally critical to the successful impe-
language tranilation be handied for international coopers- mentation of largc systems. It has been amply demon- S
tion? All these concrns have not yet buen adequately strated that hardware, software, research. and develop-
resolved in existing systems and are a great deal more rn nt are genuine experimental Sciences, and that design
complicated in the distributed enviromment. It is necesary ideas must be experimentally validated. A paper design,
to obtain satisfactory answers to these q'-•stions in order to at best, predicts behavior/perfornance that my
assure that the fruits of research and technology be used to reflect the characteristics of an implementation and, at
the maximum benefit of a free society. worst, often cannot be implemented as is. Conversely, as
More pragmatic issues are related to the management of in the physical sciences, experimentation often reveals
large distributed systems. They may become "information unexpected phenomena and leads to new investigations.
utilities,' and within this context, it will be necesuary to Given our minimal experience with small distributed sys-
deal with the coodinetion o' accounting, technical, and tem with fewer than 50 processors and or total lack of
operatlioml frui, on M experiem:m with svstems, with more than 1000 procesor i4

is clear that it is vital to have experimental testbeds on
How will local systerks be installed, diagnosed, repaired, which algorithms cat, be validated and tun-d.
and anaged bl the home. school or office staffl How
will national databases be created and managed? Now Such experimentation is an especially fruitful area of
will evolution of the system be managed? Partial answers potential industry/ university collaboration, as the sie and
may be obtained from the vidleotex informatio an. net- complexity of the facilities will put them beyond the
work scrvics providers, but the potential numbers of means of a single organizat:on. Both pee-eisting smaller
machines. users, programs, and databases aSain corn- systems can be coupled and integrated, and brand new sys.
pounds the problems dramatically. tems can be designed and constructed from scratch. It

may well not be feasible to build an experimental net with
Since these problems are different in kind from the scien- ll000 nodes, W aione one with a milliom nes so that
tiric and technical problems dis u ssd above, we believe special car: must be taken to provide a convincing argu-
that this new set of problems will be attacked by a dif- ment that the experimental results can be socaled up.
ferent community.

4.0 SUMMARY AND RECOMMENDATIONS

This report has pointed out that fast-moving technology
will result tn the creation of multi-million-node computer
networks by the end of the decade. This growth of several S
orders of magnitude will create enormous opportunities for
innovative use. It also will render obsolete much of what
we now know about designing and controllinia systems.
Research into fundamental questions of distributed pro-
cesing is required to support the twchnology that will he in
place in order to achieve its potential.

Among trne areas of research of major importance are:

I Theoretical foundations

2 Rotiability

3 Privacy and securit)

4 Design tools and methodology

5 Distribution and sharing 9
6 Accessing resources and services

7 User environment

8 Distributed databases
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SUMMARY processor systems for development and evaluation

Parallel computing is important because the power cf of algorithms and problem formulations.

uniprocessors is limited by basic physical constraints and 3 Establish computer facilities to support simulation
because this limitation precludes effective application of (or emulation) evaluation of detailed models of pro-
computing to problems of great economic importance and poscd architectures.
of national security conruern. The return of any one of the
applications, e.g., truly accurate weather forecasting, The recurring funding for these facilities and projects

dwarfs the total cost of development of very high perfor- should, after a buildup period, reach S50,000,000/year.

mance parallel systems. Computing power is a fundamen- The Panel recognizes the difficulty of implementing our
tal pacing factor in the rate of knowledge growth in top priority recommendation of establishing Feasibility
several fields of great intellectual and economic signifi- Prototyping Facilities and recommends that a workshop on
cance. Some of the fields, for example catalysis of indus- this topic be held under the sponsorship of the NSF
t:ial chemical processes, have become significant only University/ Industry Collaboration Program.
when computers reached a certain stage of development. 1.0 MOTIVATION. IMPACT AND APPROACH
It can be expected that the increase in power obtainable
from parallel computers will also open other new applica- Interest in parallel computing is a natural consequence of

tions. The position papers of other panels from this the fact that the limit to uniprocessor performance is in - 4

workshop describe some of these applications and sight. Improvements in circuit technology have left us
knowledge areas, with a set of diminishing returns in systems more than half

l cof whose cycle time is consumed in signal propagation
Parallel computing is a ysaeras issue. The state-of-the-art ;,lays between active devices. Exotic technologies do not
for parallel software and parallel formulation of significant appear to have the capability of providing more than
problems lags studies of parallel architecture. The issues another order of magnitude improvement, if that. Highly
of memory and I/O systems for parallel architectures lag pipelined machine organizations and vector operations
the concepts of parallel computing engines, deliver performance improvements whose degree and case

This Panel report identifies and specifies the major prob- of attainability are both enormously variable.
. Icm areas for research attention in p~arallel computing andstrongm ar se s or esrch aentrulsio n i ah com g aIt is apparent that uniprocessors will not be able to develop

strongly advises strossing a truly scientific approach orn- enough computational power to meet the performance
bining experiments and theory. requirements for maior areas of application, including

There is an abundance of concepts for parallel computi., numerical simulations of complex physical systems, real-
and abundant opportunities for developing these concepts tit: e signal processing, artificial intelligence and large-
into applications. The current bottleneck to progress is the system emulation. The principal bottleneck is the limita- I
diificulty of executing significant experimental studies. tion of a single processor to around one billion operations
These experimental studies arc essential to evaluation of per second. It is further the case that this upper limit is
total system concepts. The Panel has three recommenda- theoretical and that technology factors may lower this
tins for overcoming these bottlenecks. They are given in limit by close to aii order of magnitude. Parallel computa-
priority order following. tion will be important not only because it can make a

qualitative difference in the results obtained in the above
Establish facilities for the development and evalua- application areas, but also because it will make possible 3
tion of feasibility prototypes of systems where applications in realtimc control, applied artificial intelli-
modeling has establisited design merit. gerice and analysis of complex systems. These new appli-

2 Establish facilities based on existing parallel cations are ones h here the economic leverage for produc-
tivity gain and technology development dwarf all previous

I
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results from application of computers. The potential There is no truly general-purpose parallel architecture to
national security implications are equally as momentous, which all algorithms can be effectively mapped. This is
Parallel computing has the potential to revolutionize the unlike serial computation whcre almost arbitrary algo-
computing scene because effective parallel computing may rithmic structures can be mapped to give full utilization of
ultimately require fundamental changes in the ways we a single processor. The challenge is to design parallel
think about applications, languages in which to write architectures that will effectively execute as wide a range
applications and hardware structures in which to imple- of concurrent algorithms as possible. The second challenge
ment languages. is to design architectures which will very efficiently exe-

Effective parallel processing will require that there be cute at least some significant algorithms. The dual facet

achieved fundamental understanding of computational of the second challenge is to design algorithms which will

models, methodology, algorithms, language, architecture, execute efficiently on a given architecture.

processor-memory-I/O relationships, software, and inter- The essential foundation of knowledge can be determined
faces to existing computing systems and end users. A sys- through modeling the execution behavior of algorithms in
tematic approach to highly parallel computation must the many possible models of parallel computation and their
embrace the following considerations. Exploration of fun- architectural realizations.
damental issues and the understanding of applicability to There are two fundamental aspects of this process. One is
end use are intertwined. Hence, the interplay of computa- to define a taxonomy of parale architectures and the

tion models, algorithms and architecture issues are impor- basic structure of parallel model, of computatio:. The
tant. System interfacing problems will be severe, as second problem is to develop algorithms for significant
memory and I/O latencies and bandwidths cannot be computational processes, both numeric and non-numeric
expected to scale as rapidly as computational power. which effectively exploit parallel architectures. The syn-
Software issues will be particularly important, not only thesis of these two knowledge bases will provide the needed
because they always are, but especially because they are insights for effective design and implementation of parallel
today less well understood than architectures. Extensive computations.
emulation and the reduction to practice of functional pro-
totypes is vital to evaluate ideas, to provide qualitative and Models of parallel computations and paallel architecture'

quantitative characterizations, to facilitate the study of must parametrically define at least the following factors;

dynamic behavior of application programs and to lay foun- a the wsim of parallel execution
dations for feasibility arguments. Since the constuction of
high-performance machines is difficult and capital inten- b the mode of synchronization of unit operations or

sive, a facility which will be useful in evaluating several sequences of unit operations

different architectures/languages will have a high payoff c the mode of communication: shared address space
in the long run. An experimental facility will also provide or message-based or both
flexibility which is not possible if a given architecture idea
is directly committed to hardware. In many cases scalabil-
ity arguments * ! have to be applied. In concert with e the time of binding to hardware of a, b, c and d in

either simulations or partial prototypes to adduce practi- a given architecture
cality, and the issues involved will have to be carefully The current understanding of all of these factors is incom-
thought out in advance. It is important in the short term plete. This lack of a complete foundation hinders mapping
to gain as much experience as possible on adequately sup- of algorithms to architectures that is the first requirement
ported parallel computing systems as they become avail- for analysis of exeution behavior of algorithms for parallel
able. Much of this work will be easier to motivate and computations.
evaluate if it is example-driven. To date. algorithm development has focused almost
Citations and references have been purposely omitted from entirely on finding and exploiting the parallelism that

this report. There arc a number of rcent sources of sur- exists in the set of algorithms that have been accepted as
vey material on parallel computers including special issues the standards. This work has been very valuable for
of Computer Magazine and the IEEE Transactions on obtaining relativel) high performance from existing
Computcrs. The reccntly filed report of the panel (the machines that exnibit parallelism. It has also had the
"Lax' Cummittee) on Large-Scale Computing in Science positive effect of influencing the designs of some proposed
and Engineering has a plethora of material describing parallel architectures. However. if we are to have any
needs for and uses of very high performance computer sys- chance of reaching the full potential of parallelism. alsgo-
tems rithm research must expand from its present rather narrow

2.0 RESEARCH PROBLEMS AND DIRECTIONS base.

This section summarizes the research problems and In particular. more attention must be paid to algorithms
rescat-. directions which the Panel perceives as being the whose serial complexity is not as good as the brst serial
most exciting and interesting in parallel computing and, at algorithms, but which possess attractive features of paral-
the same time, defines the core of knowledge whch is lelism that would permit them to execute faster in parallel
required to bring development of systems 100 times faster mode than would parallel versions of the serial algorithms.
than today's supercomputers. The underlining of systems Another major areas for research is in asynchronous algo-
in the previous sentence is to underscore that the issue is rithms. With a few, notable exceptions there have been no
not one merely of parallel architectures but of usable sys- new algorithms proposed which take advanmagc of the fact
tems with very high performance. tOat asynchronous computing is a reality. Thus asynchro-

2.1 Parallel Models and Algorithms nous systems are forced to pay the price of frequent syn-
chronizatiorn in order to execute the traditional algortthms.

_S



Finally. it should be noted that improvements in algo- resources beyond what is available on today's most power-
rithms, at least for numerical computation, have been as ful computer systems.
influential in improving computing speeds as improvements
in hardware performance. Furthermore, since we are only 2.2.1 Real-time Processing
beginning to study truly new parallel algorithms, we might In real-time processing, available computing power seems 0
expect significant rapid improvement from this area. never to be adequate. To achieve the required perfor-

The enormous range of the spectrum of parallel architec- mance, analog devices are widely used today in spite of
tures and the complexity of the mappings of real algo- their low flexibility and reliability. It would be most desir-
rithms to realistic models of parallel architecture creates a able if these devices could be implemented by digital com-
need it automation of both representation of architectures puters with sufficient performance. Digital radars or
and realization of mappings. The problem is akin to, and beam-formers typically call for billions of arithmetic
equally as complex as VLSI design. operations per second. Realtime image processing of a .0

1000 x 1000 image requires a similar computation
There will not be pure architectural realization of models throughput. These examples show that computation

of computations. The interactions between models of con- rq u ts for eam less ing ar tpil
requirements for real-time signal procssing arc typically

putations, algorithms and actual architectures are illus- orders of magnitude beyond the capabilities cf today's
trated in Figure 1. computers.

B~esides high throughput requirements, real-time digital -
systems often have additional constraints on their sizes and .
power consumptions. Therefore, high speed but power-
consuming technologies such as ECL cannot be used to
implement these systems. Highly parallel computers

architecture implemented with high density and lower power VLSI
technologies are the only possible solution for these appli-
cations.

Computationally demanding applications are usually parti- • S
tionable in the sense that there is a large number of sub-

algorithms problems that can be solved in parallel. Moreover, parallel
computing with high regularity can often be devised, and
as a result cost-effective special-purpose systems may be

computation used. As hardware costs continue to decrease and CAD
tools keep improving, the special-purpose approach will .
become increasingly important, particularly in the real- •
time area.

On the other hand, one should be warned that there are
also many computationally demanding applications which

Figure I: are not suitable for special-purpose implementation.
Interactions of models, algorithms, architectures Application requirements are constantly under change.

The size and accuracy requirement of a single problem canThese interactions must be taken into account if models of vary a great deal from instance to instance. Multiple
execution behavior are to be validly extendable to real sys- problem decompositions may be required. Tic problem
tems. The systems aspects of algorithms, such as memory decomposition issue is non-trivial in general; a good
management and 1/O structuring must be addressed in themod Is.scheme must deal with the issu of balancing compulation
roodIs. and 1/O.

2.2 Application-orien ed Research 2.2.2 Modeling. Design and Simulation Applications

It is clear that much research in parallel computing will be Needs for high-speed computation are growing. Esta- 0
moti.ated by scientists who have applications whose 51 - bished applications include fi io ergy research, fusion
tion requires the highest possible performance. In addi- e research pleumron

tion, it is expected that no single parallel computer will design, chemical catalysis procseg and nuclear weapon

possess characteristics that are appropriate for this diver- design. Potential applications include robotics an d artifi-

sity of applications. This situation presents at least two cia intelligence, in most of these applications ihe associ-

opportunities for research: an application may be investi- ated models consist of numerous software modules each
gated to determine its inherent parallelism without regard containing thousands of lines of code. High speed in the
for any particular computing system; or an application execution of these applications necessitates efficiency not
may be studied to determine how best to structure it for a only within the modules but across them as well. Thus,
particular parallel architecture. The first approach would research is needed in the implementation of full-scale
lead naturally to the definition of an architecture, while models on parallel systems Further, the need is not only
the second could identify strengths and weaknesses of an for implementation but also for education. Parallel think-
existing architecture. ing is crucial and the requirement for it spans applications

The applications themselves fall into two categories dis- from expert systems to weapon design.
cussed below. In the first, the computation contains some Two approaches can oe taken for implementing a specific
real-time constraint which must be satisfied for the results application. One is to select an existing architecture and
to have value. In the second, the computations require sok changes in structure and algorithms that will result in

'.
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efficient execution on the chosen architecture. The second Therefore, it is crucial to provide adequate support to the
is to look for natural 'structure* and 'parallelism* in the programmer, to overcome the above difficulties.
application independent of existing architecture. The Parallel programming environments should provide such
results derived could have significant impact on architec- support and are thus an important research area. The
tural design. environment provides convenient, interactive access to the

2.3 Software Systems for Parallel Computing programming language compiler(s) and utility software
(e.g.. loaders. libraries) as well as facilities for testing pro-Just as parallel computing properly includes sequential grams and tracing execution. Although we can build on

computing as a special case, so does parallel computing the experience of sequential programming environments,
extend the usual requirements for system software support. there are challenging problems to effectively supporting a
Particular research areas which must be given attention parallel architecture. The most serious problem is manag-
include programming languages, programming methodolo- ing large quantities of data, as would be encountered in
gies and operating systems. supplying input to or analyzing output from a 1000 pro-
2.3.1 Programming Languages cessor system, or in following a trace of the execution.

Another challenge is to be sensitive to the requirements of
There is a wide spectrum of language possibilities for per- a particular architecture: a vector machine requires a dif-
formance improvement through parallel execution. The ferent kind of support than do other kinds of tine grain
factors affecting the choice of such a language include tar- parallelism (e.g., data flow) or gross grain parallelism. 0
get architecture, ease of use, and compatibility with exist-
ing code. The extremes and midpoint of the spectrum can 2.3.3 Operating Systems
be characterized as follows: Operating systems for parallel machines demand more

than conventional sophistication. In addition to the usualI Conventional sequential languages: Languages issues. problems of physial load distribution, resource
with vector operations (e.g.. APL) can exploit
parallel processing capability through simple corn. sharing, external communication and monitoring must be
pilation techniques. A major issue ir: need of addressed. The interaction between processor and memory -adreing t vecques. Ahares ise tt nd of- utilization becomes more subtle, particularly if multipro-addressing for vector architectures is that of confor- gamn st espotd h prtn ytm omnability of logical and machine vector sizes. On gramming is to be supported. The operating systems for
inaiit ot loica l ad h v r s . On many processor architectures must map from peripheralthe othrr bind. languages with inherently scqucn-
tial semantic structure require an optimizing comn- devices to processors and memories in extremely complextiale semahremovesnonessentic stscequir n ing, co- fashions. The software design problems are greatly inhi-
piler which removes nonebsntial sequencing, map-
ping sequenced operations into parallel structures. bited by the absence of systems for experimentation.
A variety of difficult optimization problems remain 2.4 Parallel Architectures ,
for future research. Research in parallel architectures relates principally to

2 Hybrid Languages: Partly in an attempt to hardware organization and design issues. It is here that
address the compatibility issue, and partly out of the various notions for achieving high-performance
consideration for certain physical architectures, through parallel operations take on concrete hardware
language research possibilities include those which form. Clearly these forms interact heavily with the other
either augment conventional languages with con- research topics of this section. Parallel architectures
current constructs, or embed them within a con- represent the embodiment of models of parallel computa-
currently executable superstructure, for example, tion and the vehicles to execute solution algorithms (sub-
one used for physical configuration purposes. section 2.1). To be effective, parallel architectures must

capture these models in such a manner that the languages3 Languages expressly intended for parallel comput- used to express the parallel algorithms, and the associated
ing: This category includes dataflow and applica- basic software (ie.. compilers, utilities and operating sys-
tion languages which, while not requiring parallel tems) are supported efficiently (subsection 2.3). Further-
execution, do not inhibit it by making explicit more, the architectures must have the resources (e.g.. pro-
sequencing an essential construct. Also inciudcd ccing power, I/O baisdwidit) t :sti~fy the rcquircmeni
here are languages which are more specific as to of the computational application being considered (subsec-
parallelism, such as those in which communicating tion 2.2). This subsection discusses some of the principal
sequential processes play an essential role. Prob- research issues outstanding in parallel architectures.
lems here lie in the areas of language design and of
automating the assignment of processes to physical 2.4.1 Architectural Styles
units- Since architectures implement computation models, it is

2.3.2 Parallel Programming Environments natural that there are about as many proposed architec-
tures as there are models of parallel computation (see Sec-Parallel programming is significantly more complicated tion 2.1). Basic research questions here revolve around

than sequential programming because (a) it is difficult to which model-architecture combination is best from the
keep track of several simultaneously occurring events, (b) viewpoint of a given set of performance itasures and
there are potentially complex (time-dependent) interac. application problems. In addition, within a particular
tions of the system's components and, thus, elusive and model-architecture style, a host of research questions _
nonrepeatable bugs may occur, (c) the sheer size of prob- related to that style are typically present. These latter
lems requiring parallel computers leads to complexity, and questions can have a significant effect on system perfor-
(d) parallel processors are often 'attached' to other mance. Unfortunately, there is still no comprehensive
machines so their behavior is observed only indirectly theory which permits one to characterize and classify the
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various model-architecture styles which are possible. This parallel architectures on a different dimension is general-
is a frzndamental research question which should continue purpose versus special-purpose systems. In a general-
to be addressed. purpose system, parallel solution algorithms for a very
Two architectural styles which are frequently cited are wide range of applications can be found (although possibly -

SIMD and MIMD. An SIND (Single Inatruction stream. not with the same effectiveness). Special-purpose archi-

Multiple Data stream) machine typically consists of a con- tectures are typically more limited in application scope and

trol unit (to broadcast the instruction to be executed), a are designed to perform best for one particular problem
number of processors (each executing the same broad- class, such as image processing, gate level simulation, or

casted instruction), a number of memories (to hold data). dynamic systems simulation. Such special-purpose

and an interconnection network (to provide communica- machines may have extremely high performance in their

tions among processors and memories). An MIMD (Mul- selected problem domains, and their problem domains are
tiple Instruction stream, Multiple Data stream) mpchine often of such importance that development of such special-

typically consists of a number of processors (each execut- ized machines is warranted. Fundamental research related
ing different instructions), a number of memories (to hold into the tradeoffs associated with special- versus general-
data and programs), and an interconnection network (for purpose parallel processors is needed to broaden our under-
communications), standing of the essential performance constraints

corresponding to particular parallel processor designs.The MIMD style of parallelism differs from the SIMD
style in that the processors in an MIMD system operate Finally, it is likely that no single architecture style will

asynchronously with respect to each other, unlike the emerge as dominant over all application classes. Given
lock-step synchronous operation of the active processors in that premise, there arc interesting research possibilities in
an SIMD machine. This results in the MIMD system pursuing architectures which are designed to be dynami-
having increased flexibility, however, at the cost of cally reconfigurable. Such architectures could be config-
increased synchronization, task scheduling overhead and ured by software to conform to the given problem, thus

programming complexity. matching solution algorithm to architecture in a manner
that results in best performance. Already some research -

The brief deacription above points to a number of impor- along these lines is being pursued. Proposals have been
tant research questions concerning the design of such made to build large-scale multiprocessor systems which
machines- Both machine types, for instance, require high can be dynamically partitioned to form one or more SIMD
performance tnterconnection networks if the communi;a- and/or MIMI virtual machines of varying sizes and allow
tion costs associated with parallel processing are to be con- the same processors to switch between the SIMD and
tained. This is of such importance it is considered MIMD modes of operation, all under software control.
separately in Similar motivations are behind ideas to build regular VLSI
2.4.2. In MIMD machines. problems of synchronization processing arrays whose connection paths are reconfigur- •

between processors become important as do proh- able. Research into reconfigurable architectures has only
lems related to system partitioning and reconfigura- just started and should be continued since it may be that
tion. Fundamental questions remain as to whether true generality may only come by dynamically adjusting
shared memory. explicit message passing or some architecture to problem.
combination of these is the best approach to infor- While we have made some progress, many fundamental
mation exchange for a given application environ- questions remain, and we are now at the juncture where
ment. Other key issues concerning design of pipe- implementation experiments are essential. These funda- - -
lines, associative processors and pattern matching mental questions should continue to be pursued as pure
networks, and input/output data control (just to science invest'gations in parallel and in conjunction with
mention a few) continue to require the development experimental efforts.
of design and performance models. Alternative
approaches to the development of subsystems can 2.4.2 Internal Comminicorions
be evaluated with these component performance Within a large scale parallel computing system data must
models and subsequently integrated into overall sys. be shared and communicated among the processing units.
tcr s performance models (rtctiion 2.5). Furthermore, the iibu'eskigist t,"cn scccndary and pri.

While MIMD and SIMD represent two broad architec- mary memories of the large volumes of data on which
tural approaches tu achieving parallelism, there are many parallel systems often operate must be done effcctisely so
variations. Two of which show much promise are dataflow as not to negate or limit the advantages gained from paral-
machines and systolic array architectures. Dataflow archi- lelism.
tectures follow directly from computational models based The design of an efficient communications structure for
on dataflow graphs and applicative language representa- transferring data among the multiplicity of processors and
tions. Systolic architectures follow directly from space and memories is an important area for study. Research issues
tune representations of certain algorithms which map include; choice of general structure (e.g., 'direct' links
directly onto geometrically regular VLSI (Very Large versu4 "multistage" networks), choice of implementation
Scale Integration) structures. Both exploit parallelism in style (e.g.. circuit-switched versus packet switched), choice
ways which have promise for achiving high performance, of topology (i.e.. i iterconnection pattern), methods for
and while research is being pursued here, significant gaps "permuting* data (for SIMD operation), ways to perform
remain in our understanding of the limitations and most one-to-many connections, designs to move different data
effective implementations of these architecture styls (in items in the system simultaneously (ie, high bandwidth).
addition to numerous software issues). designs that can be partitioned for execution of different

Another interesting distinction which can be made between subtasks simultaneously and/or to allow multiple

i I I I I I I I I I I I I I I I
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simultaneous users, designs that can assume different con- be incorporated into systems and controlled efficn tly are
figurations (i.e., support-system reconfiguration), arl also important subjects for future study.
methods to efficiently control the routing of data through
the network, 2.5 Measurement and Evaluation

High performance will actually be obtained from parallel
2.4.3 Input/output Bottlenecks architectures when the algorithms executed map efficiently

As parallel processing and computational capabilities to the architecture. Efficient mapping must be based on a
increase, the current problems of limited input/output thorough and detailed understanding of the resource
bandwidth will become worse. Providing gigflop parallel requirements of the algorithms and the ability of an archi.
machines with data in a fast, appropriate manner is a tecture to deliver resources. Research to establish both of
major task, and may become a significant bottleneck in these knowledge bases is required.
achieving overall processor performance. Activities It is a truism that we do not understand execution
directed towards alleviating this problem should be behavior of most common algorithms on serial architec-
encouraged. Much of the technology-irlated work such as tures. Mappings of algorithms to parallel architectures is
providing higher speed mechanical and electronic disks will a problem of extensive dimensionality and much greater
be pursued in industry in response to their ongoing needs complexity. Understanding of execution behavior on
in this area, This will likely not be enough, and research parallel architectures will require major experimental
ideas in the areas of data organization and general effort as well as the theoretical work described in Section 0
input/output architectures which creatively use given 2.1.
bandwidths and devices in novel ways should be pursued.
This of course will interact heavily with the research asso- An essential component of future research is to obtain data
ciated with general parallel architectures and interconnect- characterizing the execution of actual production codes
ing networks. from a spectrum of application areas on a variety of archi-

tectures. Models of significant execution behavior patterns
2.4.4 Technology Design Issues can be extracted from this data. These models, which U
The previous discussion has dealt principally with higher may be very faithful and detailed, can be validated by
leel architecture and design problems. Given a generic simulated execution on models of the architectures upon

parallel architecture, an interconnection network and which the data was gathered. Then extrapolation to
input/oultpat scheme, a bcat of assoiated researcb and unrealized but potentially intereming and significant archi-

design issues arise when implementation is attempted. tecture can be made through simulated execution.
These issues fall between the component and higher archi- An important element of these studies will be identifica-
tecture levels of design, and may have a profound effect on tion of potential bottleneck, areas with respect to imbal-
the modularity, scalability, fault tolerance and speed of the ances in rations of resource usage. The identification of
resulting system. Research issues here relate, for example, these bottlenecks may also suggest possible solutions. For
to designing for high bandwidth, modularity and other per- example, if the number of memory accesses per instruction
formance measures under a host of physical constraints become a bottleneck then means of making a data fetch
(i.e.. heat dissipation, area, pin limitations) related to a have a higher utility value may become a goal for archi-
given packaging technology. Gneral models incorporating tecture research.such constraints into design proceures are lackig. Other Communications requirements and the modes, rates and

design problems, such as the distribution of control signals, types of interactions between the processes executing
and the interaction nf such design decisions with both phy- parallel algorithms is another example of an area requiring
sical constraints and higher level performance goals, are measurement and characterization- The effectiveness of
typically solved on an ad hoc basis. Design models, translations lying between algorithms and architecture is
methodologies, and procedures are needed. Finally, to another high return target for measurement and character-
build very large parallel processors, in a cost-effective ization.
manner, will require heavy exploitation of current VLSI
technologies. The impact of VLSI on parallel architec- Underlying this entire problem area is a need for both
turs and the best ways of partitioning architectares across hardware and software to integrate measurement as an
the VLSI design domains remain open and important intrinsic component ot system functionality. Only when
research questions, the need for evaluation is considered as an integral part of

a system will measurement be accomplished at reasonable
2.4.5 Fault Tolerance cost.

The issue of fault tolerancr- is very important for large- There should be a very strong interaction between meas-
scale parallel architectures. The large number (e.g.. urement and evaluation and research on modeling and _
thousands) of computing and input/output devices algorithms. Meaningful measurements and characteriza-
comprising a big parallel system greatly increases the pro- tions must be founded on the framework provided by
babi.ity of a failure somewhere in the system. Further- models and abstractions.
more. the size an" organizational complexity of future 3.0 FACILITIES
parallel systems makes finding faults extremely difficult.
Thus, much research is needed in the areas of fault detwc- This section specifies and justifies facilities necessary for
tion and location in large systems. the pursuit of critical reiearch problems of parallel com-

puting These facilities service one or more of the steps in -
On the other hand, due to the multiplicity of resources in a the development cycle shown in Figure 3 1. The most crit-
parallel architecture, there is great potential for incor- ical problem for university research is that of feasibility
porating fauit recovery schemes (from a hardware point of prototyping of architectural proposals which have been
view). The ways in which such fault recovery schemes can evaluated as worthy of being developed through the

_o



feasibility prototype stage. complex. their devc1opment can only be done in high level
languages. Hence, the facilities for simulation must also -

.i provide support for program development. --

3.2 Support for Feasibility Prototyping

We believe there is a critical need for the construction of

prototypes of highly parallel architectures. While sitnula-
tion and emulation are essential parts of the design pro-
cess, only through a prototype can the design be verified
sufficiently. Additionally, a prototype would provide
potential users the means for evaluating the architectures

system application and software, and for the experimentation with algorithms
and evaluation and languages which is critical to algorithms and software

research. There are few commercial, highly parallel con-
puters available today or projected to be available in the

near future. This dearth of available architectural alterna-
tives represents a serious impediment to further progress in
a number of application areas of national interest. .

scalability. feasibility Fasibili'.y prototyping, in addition to being essential for
demonstrations significant results, also currently represents an unusual

opportunity for success. Individual processor technology

has reached the point where the engineering problem of
implementing multiprocessor and parallel processor archi-
tectures are manageable. In fact, many vendors see an
opportunity for cormercial success of parallel structures p
given knowledge of which of the many possible parallel
structures were 1) programmable and 2) computationally

basic research in effive.
lsih "erfn cmot 
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Universities have traditionally been good at proposing
architectural ideas, implementing research software pro-

ir jects. and carrying out thstoretical and experimental per-
formancc evaluations. On the other hand, they have been
poor at technology innovation. While the silicon foundry

Figure 3.1 - Stages in )evelopment of Very apprach makes it possible for them to produce new chips,
High Performance Computer System they will not be able to exploit the ste.-o-the-art in per-

Facilities for adequate simulations of architectures execut- formancc, packaging or reliability.

ing non-trivial workloads are beyond the reach of most It would seem that a great moment of opportunity is near
university research groups. Such facilities would be an in the possible wedding of high-speed architecture and
important element in expediting the evaluation of architec- VLSI components. But how can we produce a chip set
tures. that can be fabricated into high performance multiprocu-

It is the case that algorithms and software development sots of various types?

could be greatly accelerated by providing suitabl experi- An attack on the problem would seen at this moment to
mental access to the limited number of existing para!lel have a high probability of saccess for several reasons.
systems. Examples include the Denelcor HEP and the * Several u.ivcrsitics and laboratories have well-developed
Control Data Corporations's AFP. This work could efforts in architecture, software and algorithms for high.
materially shorten the interval to actual realization of performance computers.
effective utiliztion of perallel vo'mputinp systems. It is Several companies have already prmx d high-
also probable that such systems could help fulfill the need peran onne hove a d are hiihe
for simulation facilities as discusse in the next section performane cmponent prototypes and are exploring the

systems-level implications of these. The new manageabil-
3.1 Simulation Facilities ity of the engineering problems of prototyping a parallel

It is standard industrial practice to simulate designs of computing structue sutatantially lowers the traditional

computers at all levels before committing the design to high risk that has been associated with such an undertak-

hardware. However, this practice is rarely followed in the ing and improves the chances of multiple successes. There
university environment, primarily beuse of a lack of are also several corporations that would be receptive to

computing resources. An experiment which exercises all assisting and cooperaLing in the process of fabricating and

parts of a simulated design, or in which performance of debugging demotration systems for truly promising

the simulated system is measured under dynamic condi- designs. The promise in the design can be as much in the

tions, requires enormous computing power. The type of programming style or programming ease or programming

computing power required may depend upon the simula- effectiveness as it might be in unusual parallel architec-

tion experiment to be performed, but it always entails high tures.

instruction execution rate. In addition, large primary and Prototype actvities could take place in several ways. At
secodary storage, fast arithmetic, and large address space lower funding levels, relatively small university teams
are also often required. Since simulation programs are could carry out the design process and with industrial help
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for state-of-the-art problems such as board design, could 4 vehicles to promote and stimulate more advanced
construct a small working prototype. Basic software would ideas in parallel computation.
also be provided by the university. This would result in
sufficient hardware and software to permit limited experi- and vehicles to improve the quantity and quality of
mentation by users. However, to carry these prototypes graduate training in critical areas.

through to production might require significant redesign
and additional software. A secoond method, requiring
higher levels of funding. would require earlier (and more) The final measure of parallel computation will be its abil-

participation by both users and industry. (For example, ity to deliver high-speed in support of real applications. If

see Gajski, Kuck and Lawrie, The role of government, the ordering of processes inherent in serial computatio is

industry, and universities in the production of very high imposed in parallel computation then Amdahl's Law will

speed computers*. Appendix B.) Tis would result in ear- be in effect. The result will be that small perturbations in •

lier production of a final design, perhaps as quickly as five algorithms, implementation, systems overhead, etc. may

years, and significantly better experimentation facilities for produce large perturbations in overall performance (e.g.,

users, performance will be quasi.stable). If sequential ordering
is not imposed, then radically different analyses and algo-The eventual goal would be to have one or more very rithms must be developed. In either case, experimental

high-performance computers built with advanced architec- romut be eeed In etermie experfn -

tures and technologies by industrial organizations that comoutation will be needed to determine overall perfor-

would be likely to continue product-oriented development

of the systems. Certain key conditions should he met to In order to carry out much of the research advocated in

ensure the success of such a venture. It would almost cor- Section 2. it is imperative that the community have acocs

tainly make sense to carry out several parallel projects to a small but diverse collection of parallel prscessing sys-
which would be of different natures and which could tems. In particular, the application-oriented research
cros-fertilizc each other. Each such project should follow described in Section 2.2 will b.i effective only if computing

the outline below: facilities arc available for evaluation of the concepts and - -

approaches developed by that research. !n addition, in
SPrototype. The architecture should be worked out and order to develop the tools and techniques required for the

a scaled down prototype built using off-the-shelf parts in a measurement, modeling, and evaluation of systems dis-
short-term (e.g., two- to three-year) project. By cert cusse in Section 2.5. the researcher must have acs to

tratin. her Ort Ot architecture, the umrvemiy Would ch 
a

be drawn into the fatal position of trying to push architec- parallel computing systems.

ture and technology at the same time. Users and indts- In order to maximize the benefit of experimental facilities.
trial partners would play a key advisory role in the initial they must be easily accessible from remote sites. In addi-

design to insure the final design would he ueful and tion. they must be adequately supportrd in terms of people

manufacturawle. and hardware/software sy.tems, so that they arc stable
and usable with a reasonable amount of effort.

* Software and Performance Evaluation. In order to
demonstrate the succes of the project. software and algo-
rithrns should be produced by the university for the proto-
type so that it can be used on a variety of applications and
its performance can be meastred. Users would play a key
role in evaluating the prototype and its software.

0 Implementation. The initial design should have the pro-
perty that it may be speeded up by several techniques.

a) The design might be architecturally scalable. e.g.,
large-scale replication of hardware should result in large-
scale performance improvement.

b) The design should be technologically scalable, i.e., it
should be amenable to cost/performance improvement
through hardware enhancements by the industrial partner.
For example, the use of fast circuits ur the use of custom
chips instead of gate arrays would allow a faster clock
Custom VLSI chips would give a cost and size reduction
as well.

The potential payoffs from such prototyping efforts are:

I more rapid seiection of the best ideas from parallel
architectures and parallel programming.

2 demonstration of the step-function increase in
high-speed computation that can meet pressing
national needs,

3 demonstration of the directions necessary for indus-
try to maintain world leadership in computing.

9



APPENDIX A

STATE&OF-THE-ART IN PARALLEL COMPUTING
Parallel computing is not a new subject. Vannevar Bush successful in parallel processing of a spectrum of numeri-
noted the posibilities for parallel computing in his classic cal applicaticns. The CDC AFP also has potential as an 0
article. Parallel computing has been largely negleced as a MIMD proc'4sor but lacks softwarc. No significant appli-
practical means of increasing the power of computer sys- cations have been made.
toms because it was much simpler to increats the power of ReJearch Project Architectures
uniprocessors through technology enhaucement. It is the
end of this ready increase in power of unipromsso that There are many research projects either simulating or
motivates current interest in development of multi- building parallel architectures. A list which is reasonably
procesor systems. There has, however, been significant complete as of August 1983 is given in Appendix H of the 0
development of parallel computing ve;, the pst two Lax Report. Each project is exploring different methods
decades. The history of pcrallel processing is given in for implementing communication and synchronization.
anecdotal fashion in the first five papers of he Proceed- There is a general consensus that a number of these con-
ings of the 1981 International Conferez'ce on Parali Pro- ceptual architectures are well enough tested to merit pro-
cessing. Thit appendix gives an opinion on the state duction of feasibility prototypes.
development of parallel computing. The organization of Algorithms and Applfeatiom
the survey is as iollows: It is onty in recent years that serious attention has begun

* special purpose architectures to be paid to parallel formulations of substantial problems.
0 general pupoe architectures (An exception is the application work surrounding the
0 research project architectures ILLIAC IV project.) This lack of practical knowledge of
* algorithms and applications how to Use parallel architectures is likely to remain a
* software aied lan tages. long-term inhibiting factor for progress.

Special Purpose Architectures Most early work on algorithms was formulated in terms of
abstract models of computation and is not directly applica- 0

The most successful parallel proceing systems and also ble to actual realizable architectures.
perhtps the .refttest proesise o ~isr w-~i ecs
is in special-purpose architecture. for signal processing and Software and Lanvia"".
processing of sensor derived data. Goodyear Aerospace Operating systems for management of a rich and diverse
has been a leader here with the STARAN, Microcom. spectrum of parallel architectures are almost untouched
puter Array Processor (MAP), and Massively Parallel because of lack of motivation (the absence of actual sys-
Processor (MPP) systems. These special.purpowe systems tems). _

are all in production use. The PEPE system (another The operating systems and distributed computing research
SINID army) developed by Burroughs was also ssuces-ful communities have formulated languages for concurrest
in its application of radar signnl processing. The Control programming, but at first glance, these Languages are
Data Advanced Flexible Processor (AFP) is the newest poorly adapted for programming of close coupling of many
and perhaps most powerful representative of this class of simultneous active processes.
systems. The absence of software and languages is a severe barrier

The systolic array architectures proposed by Kung point to progress, since without them, gaining practical experi. S
the way to a new generation of special-purpose architec. cncc is laborious in the extreme.
tures. Prototype realizations of this architectural concept
appear very promising.

There arc major problems in the use of these special-
purpose systems with respect to I/O systems and program-
ming.

General Purpose Archiieciures

ILLIAC IV. an SIMD processor array with a square mesh
interconnection structure, was the first large-scale attempt
at a general-purpose parallel architecture. The fixed
geometry of ILLIAC IV's interconnection network makes
mapping of many proolems and algorithms difficult and
forced large data transfer overheaus.
it is possible to configure multiple procesors (usually 2 or
4 CPU's on a shared memory) of a nnber of vendors
including IBM, UNIVAC. Honeywell and others. These
processors cannot, in general, be easi'y programmed for
close coupling of processes.

The Denelcor HEP is the only commercially available sys-
tem which readily supports general-purpose parallel pro-
cessing. The HEP actually multiplexes many processes on
a single computation unit. It is an MIMD shared-memory
architecture. The HEP has been demonstrated to be

-S
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APPENDIX 9

THE ROLE OF GOVERNMENT, INDUSTRY AND UNIVERSITIES
IN THE PRODUCTION

OF VERY HIGH-SPEED COMPUTERS 0
D.D. Gajski, D.J. Kuck, and D.H. Lawrie

Consider the goal of producing several types of broad- 3 The VHSIC program provides an example of a
range, multi-gigaflop computer systems in the next decade. successful prototype program for this type of
We will discuss some of the strengthis and weaknesses of cooperation.
universities proceeding alone and companies proceeding As indicated above, the chances for success seem low if 0
alone. This leads to the conclusion that some kind of joint university and company efforts proceed independently.
effort is the best approach. However, by properly managing a joint effort, some rather

Universities have traditionally been good at proposing important breakthroughs would be possible. In addition,
architectural ideas, implementing research software pro- since government laboratories are likely to be the first cus-
jects, and carrying out theo;etical and experimental per- tomers for very high.speed computers, representatives of
formance evaluations. On the other hand, they have been these laboratories should be an integral part of the
poor at technology innovation. While the silicon foundry university/industry team from the beginning.
appronch makes it possible for them to produce new chips. Goals
they will not be able to exploit the state-of-the-art in per-
formance or reliability. Another recent trend in academic The goal would be to have one or more very high-
computer architecture research seems to be toward the one performance computers built Yith advanced architectures
big idea approach to computer architecture. This seems to and advanced technologies. Furthermore, these computers
produce architectures with a few simple, easy to under- would be built by industrial organizations that would be
stand ideas, that lead to a lot of related theortical work, likely to continue product-oriented development of the sys- -

but too often without enough real-world applicability. terns.

Tbe focus in conmwnies is shifling somewhat these days. Certain key conditions should be met to ensure the success
The traditional system houses are continuing in some cases o such a joint venture. it would almost certainly make
with products in which they have a long-term investment sense to carry out two or three parallel projects which

(e.g.. Cray. CDC). others seem .o have sharply retreated would be of different natures and which could crossfertil-

(e.g.. Burroughs). while some arc trying to enter for the ize each other. Each such project should follow the outline

first time with new ideas (e.g., Denelcor). Some will below:

attempt to copy the successes of others (e.g., the Japanese, I Prot)'pe. The architecture should be worked out
Trilogy)- An iaterestiag shift of focus, however. is to the and a (scaled-down) prototype built using off-the-
scmiconductor bouses themselves. Several are now pro- shelf parts in a short-term (e.g., two to three year)
ducing interesting, innovative, low-speed VLSI products project. This milestone would include the develop-
(e.g., the Intel 432). Several are breaking into the ot ment of register-transfer level diagrams together
megaflop (32-bit) chip or chip-set arena (e.g., 11 and with timing diagrams that would be delivered to

HP). the industrial partner. By concentrating here on

It would seem that a grtat moment of opportunity is near the architecture, the university partner would not
in the possible wedding of high-speed architectures and be drawn into the fatal position of trying to push
VLSI components. In fact, we have been approached by architecture and technology at the same time.
one semiconductor manufacturer with precisely the qucs- Government and industrial partners would play a
tion. 'How can we produce a chip set that OEM customers key advisory role in the initial design to insure the
can fabricate into high-performance multiprocesors of final deaign would be useful and manufacturable.
various types!' It is clear that companies are frequently
forced to announce new products without enough time to S a, ,r td p!rfnrnar, ; i, . In tdc; t-

think through the architectural, software, and applications demonstrate the success of the project, software
amificanons of their work. Preliminary evaluations of the and algorithms should be produced by the univer-

,I,,tel 432 seem to be rather mixed, indicating a product sity for the prototype so that it can be used on a
. that was perhaps rushed to the marketplace too quickly. variety of applications and its performance can be

In the area of high-speed systems, it is probably even more measured. This milestone is a validation of the
difficult to get a set of components that will perform well prototype and simulation of the final project. The
in a variety of systems and applications government partners would play a key role in .

A joint attack on the problem by industry/university evaluating the prototype and its software.

cooperation would seem at this moment to have a high 3 Inplerentitun. The initial design should have the
probability of success for several reantns: property that it ma) be speeicd up by several tech-

niques.
I Several universities have well-developed efforts in

architecture, software, and algorithms for high- a) The design should be architecturally scalable. e.g,

performance computers. large-scale replication of hardware should result in large- -

icale pcrformancc impro.cment. An example of a design
2 Several compani, have already produced high- which is not architecttrall% scalable would be one that

performance component prototypes and arc explor- depends on a singic bus for inverprcx-cswr communication.
ing the syStems-level implications of thcse. While this approach might work for 4 to 8 processors. it

iI
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would clearly be insuff'icieint for 10ON pronessors.

b) The design should be techoologically scalable. i.e.. it
should be amenable to costiperformancc improvemnent
through hardware enhanceamts by the industrial partner.
For esample. the wse of faster circuits Or the use of custom
chips instead of gate arrays would allow a faster clock.
Custom VLSI chips would give a cost and size reduction
as well. Again, a design which depends on a bus where
delays ate Largely due to wire delays might no be tachnfo-
logically scalable.

The software developed by the university partner on the
piototyp should be able to run, with few changes, on the
final implementation. Further software development by
the university in parallel with the finaal product implemen-
tation should relieve the industrial partner of long software
development delays.

Summary

A broad-based approach in which several
government./industry/unive-sity teams are involved in
separate projects would scam to be an ideal approach to
reach the goal of multi-gigaflop systems in the 1990's. If
the groups were competing with respect to system speed,
quality of results and schedule (not budget dollars), they
would also be able to contribute to one another by
exchanging ideas, serving on joins advisory panels. etc.

Thus we believe that the team approach outlined above
would result in nmaintaining this country's leadership role7
in high-performance computes's as well as providing the
computation power necessary to maintain our leadership in
other areas. It is a well-structured way to provide the ini-
tal support industry needs to undeake the prdion of
a new and Wagc computer product. At the same time, it
provides signikawn trainin opportunitics for graduate stu-
dents in the beleaguered higher education system in this
country.
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1 0 INTRODUCTION Indeed. as computers become more useful and more freely .
[ . The rapidl progress of computing and comimunicationss used by the general population, the importance of informa-

technology is changing tlhc nature ofii' lin kir itiult toon science will increase correspondingly. for. amongst
r.ized nations, As a recent report (Reference 1) on a related other things. information science is concerned with solving

topi oxjrc~w it.the problems inherent in information transfer between
toiilaion i.bsdo h neplybtenmnr mchines and thc people who use them. Human informa-

Civiizaton ~ baed o th intrpla beweenmindand tion processing and machine information processing meet ,

muscle. Since James Waitts perfection of the stcain at this interface, where information processing problems0
engine 200 Years ago. technology has concentrated on sup. that are independent of whether the processor is an organ.
plernensig anid replacing human muscle power by the im, or a machinec assume priority and call for die coopers.1
power of cticrgy-intensive machines. In the coming cen- sive efforts of researchers with expertise in both domains.
tury technology will surely concentrate on supptementing
and, in the moore routine contexts, replacing human mental Many of the important research problems that are related
activity by the power of infoirmation-intentsive machines.' to the rmor effwcive uise of information technology will be

sed by the private sector without stimulus of aid from
The force of this technological revolution has already set government. We have tried to focus on important basic0
American society in motion. producing patterns of change and applied research issues which are not likely to be pur.
in tine economy, in national defense, in education, in how surd by the privatc sector.
knowledge is discovered and communicated, in how people
work anid play, and in the relationship of governmient to In fields that are as rapidly changing as information tech-
the citizen. Consetvative projections suggest that the pace nolugy, information science, and compdter science, a
of change will be sustained and possibly quickened in the rcscarih agenda bascd on short-term objectives is likely to
next few decades. be overtaken by developments. But in order to be of tome

value. an asienda must consist of psrobleims that arc not
This Work-shop is concerned in general with the health of inaccessible to research methods now asailable or likely to
the scientific and er.gineering underpinnings of future become available sery soon. We have kept these con-
arsyancea in information techniology Thiis is an issue of straints in mind and have tried. %hiere we could, to kev
more than passing interest, and one to which attention basic long-termi rfsearch issues to milestone spcial cases
cannot be deferred because the costs of missed opportuni- and esperirnenital developments that can act as a guide
ties arc likely to be much greater than the cost of leader- and a test of progress toward deeper and longer-term
ship: we are, wly)-nilly, in a race with our economic curn- goals.
petisors. with our military adversaries. and with time itself
in a societ) that has begun hut not completed a far- The imrportasnce of experimnentation in information sc~ience
reaching rrocess of change from old and well-known %ays cannot bec too highly sirested. As in all oitier sciences, the
to less definite but surely far different new onns For this abiliy to tes' h~ puthCstl And to explore uncharted regions
reaw.n. and for purely scientific and intellectual reasonb as of the pararnrtr spacc in which phenomena cats be
%ell, insuring the continued health and progress of nlur- represented is csienti.. for hr~lhpr *grci [But obscrsa-
oration technology and the sciences that underlie it shiould tion and cxpenirreni imust be-uppoeted b)a sirung

assume a positon of priority ont the national agenda. The theoretival science .J te discipline is to asoid thre sterility .
progress of information technology depends on develop, of unniutiated arid unguided data gathering
ments in computer science and computer engineering, but Two, topics of sonijc impoartance hare not found their place
it also depends on advances in information science, on the agenda of this WOrkshop Wec believe that they
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deserve attention as significant collateral areas of interest, irreducible interplay between the physical substratum
and recommend that their role in the national agenda be which carries the information and the paiterned structure
given suitable consideration in the appropriate context, which constitutes it.
The first concerns the relationship between information The scientific study of information cannot be divorced
and economics. There are important and difficult theorcti- from consideration of pairs of inventorie" or systems

cal a , well as practical issues that should be studied. As which are capable of bearing information. This is respon-
the economy increasingly is affected by the new informa- sible for certain important 'relativistic' features of the sub-
tion technol gy. these questions will assume an even ject. In an everyday setting, one may think of a pair of
greater practical significance than they do today. Certain people conversing, or of an information database and a
aspects of this question have been addressed n a recent user of information, as exemplifying the constituents oi a
report to the National Science Foundation (Reference 2). pair; in the sciences, one will think of the information eli-

The second topic that deserves attention concerns research cited from an experimental situation which involves the
into the societal impact of information technology. Here pair consisting of an experimental apparatus and an exper-
we have no special suggestions, but would be remiss if we imental observer. Regarding the latter, the role of the
did not express our conviction that some attempt to gauge oh',vrver is well known to be critical in the realm of quan-
the societal consequences of this unprecedented technologi- tum phenomena. In a different but related way, it is also
cal change is called for. We arc in agreement with the critical in inforniation science.
sentiments expressed in Section 9 of Reference 1. The patterned structures about which the most is known

2.0 INFORMATION SCIENCE are those associated with the processing of sensory signals

Information first began to assume an independent and by biological organisms, and especially by humans. Neu-

quantifiable identity in the researches of physicists and roscience has uncovered much of value about bioware

psychologists in the second half of the nineteenth century. implementations which limit and thereby partially define

It grew in importance with the development of electrically the processes which govern the representation and process-

based communications systems, and has emerged as a uni- ing of information, and psychology and linguistics are

fying and coherent scientific concept along with the inven- revealing the processing aspect of the subject in a more

tion and development of computers during the past 35 nearly pure fashion. Thus. it is appropriate to consider ,

years. information science from the standpoint of the cognitive
sciences; some of these questions have been considered in

The subject matter of a science of information is Reference .3 But we shoNld also recognize the limilationg
inherently abstract, for it concern, not the substance and of psychology and linguistics as experimental sciences:
forces of the physical world, but the arrangement of sym- although the initial conditions and externalities of the
bolic tokens or. as we may say. the structure of "patterns. experimental arrangement can be modified by the experi-
Since symbolic tokens are necessarily represented by phy- menter, the structural properties of the system under 0
sical phenomena, as thoughts are represented by the investigation generally cannot be manip-lated, nor can its
electrical and biochemical states of the neural network, internal state be prepared with any degree of certitude.
there is an intermixing of the physical sciences with the This limitation does not necessarily deal a mortal blow to
proper subject matter of information science. This makes the role of experiment in the cognitive sciences: for exam-
it difficult to separate the pure properties of the latter pIe, astronomy, most ancient and exact of the sciences, is
from those of the former, which merely describe the physi- limited to observation alone without control of even the ini-
cal embodiment of the informational patterns. tial conditions of the observed system. But the types of 0

Until recently, the only known information processing sys- observations that can be made in the cognitive sciences are
tems were biological. Today they have been joined by limited, and this constrains the types of theories that can
electronic information processors based on computers and be readily tested by the experimenter. It is here that the
tclecommunications links which are. to be sure. still quite role of the computer in information science is of crucial

primitive in comparison with their biological cousins, not- significance, for the computer scientist can prepare the
withstanding their pervasive and crucial role in all depart- internal state of the observed system as well as its initial
ments of civilization. conditions. For this reason the computer is the most
Information science studies that higher level of abstraction important experimental tool in information science, and

which encompasses both the *bioware" and the 'hardware* offers the promise of greatiy accelerating progress in

implementations of information processing systems -- with understanding the nature of information and tb- laws

what men and machines have in common -- rather than which govern it.

the problems that exemplify the differences between eec- 3.0 FUNDAMENTAL RESEARCH PROBLEMS
tronic and biological implementations of information pro- Several fundamental problems and general principles )f
cessing functions. Thus, one main problem area of infor- information science have emerged from the preceding cen- -0
ma in science concerns the general measures and princi- tury and a half of research. The central problem concerns
ples which we may expect will apply universally to infor- the nature of patterned structures. Within the realm of
mation in all its manifestations, including the properties of human information processing, this is realized in two por-
patterned structures in nature itself. ticular problems:

In addition to studying the structure of patterns, a science
of information must be concerned with the properties of 3.1 Iluw Knowledge is Represented

information transfer. One relatively well-worked-out Understanding how knowledge is represented in the brain 0
aspect of this problem falls under the heading of signal and how it could be represented in the machine, and the
pioccssing. Communication of information by real systems collateral questions of:
necessarily involves transfers of energy. so there is an (I) How inforration provided by the sensory
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systems is converted into the abstract forms 3.3.2 Understanding the invriance properties of infor.
which the brain actually usis, and mation processing structures and measures under

(2) The extent to which artificially constructed appropriate group actions and other types of

information-bearing forms or communica- transformations.

tion, such as language, mathematics, and Information processing systems and events often have
music, reflect the internal organization and natural symmetries associated with them. For example. a
structure of knowledge and the (mental or measure of the quantity of information gained from an
machine) means for employing them. observation should not depend on the unit of measurement

marked on a measuring rod or instrument gauge, nor upon
3.2 The Nature of Learning where the zero-point of the measurement scale is placed
Understanding the nature of learning, with particular upon it. The arbitrary relocations of the zero-point and
emphasis upon the relationship between the properties of selection of the unit of measurement can be thought of as
the information to be learned and the internal state of the 'symmetries* of the measuring process. They form an
learner. This includes a characterization of the instance of the mathematical structure known as a
knowledge-base requirements of the (mental or machine) 'group', and it is the identification uf the invariants of the
learner and processing rules as a function of the knowledge groups that arise in information processing situations
being acquired. which is called for by the second principle. The use of

One general principle has emerged from studies in many group and other more general invariants is a powerful way

fields. and research is needed to increase of selectively omitting information.
The third particular principle is concerned with

3.3 The Principle of Selective Omission of Informa-

tion 3.3.3 Understanding the hierarchical and, more gen-

Understanding of the principle of selective omission of erally, the optimally efficiens organization of

information, and its limitations. This principle is at work information processing strutures.

in all biological information processing systems. The sen- It has been long recognized that the introduction of a ---

sory organs simplify and organize their inputs, supplying hierarchical organization genctally increases efficiency.
the higher processing centers with aggregated forms of The assembly-line method of manufacture is one important
information which to a considerable extent, predetermine economic example. The organization of governments, of
the patterned structures which the higher centers can military forces, and of large commercial firms tends to be
detect. The higher centers in their turn reduce the quan- hierarchical, because this is an efficient structure for the
tity of information which will be processed at later stages information processing elements of decision making. The
by further organization of "he partly processed information architecture of contemporary computers, and especially of
into more abstract and universal forms so that the their memory systems, is largely hierarchical. Biological
representatives of inputs to different sensory organs can be information processing can often be viewed as hierarchi-
mixed with each other and with internally generated and cally organized. The relationship of short-term and long-
symbolic information-bearing entities. This principle also term human memory offers one example. In humans, the
governs the creation of 'abstracts* and 'indexes' of text relationship of foveal to peripheral vision, and in the echo-
information and it will surely play an important role in locating bats, the relationship of the auditory fovea to the
robotics and in artificial intelligence applications. This rest of the auditory receiver, provide striking examples of
problem deserves more intensive investigation and there common goals achieved by abstractly similar hierarchical
are indications that considerable progress can be expected mechanisms functioning in grossly different physical ,ir-
in the short term in special areas. curnstances.

There are at least three particular principles which appear The ripal basic research direction that is considered in this
to play important roles in this process of successive selec- report is concerned with
tive ommission and aggregation into more abstract forms
of coded informatior,. Each of these defines an important 3.3.4 Investigating adoptive information processing stra-
thematic direction for research. The first particular prin- tegies.

ciple is concerned with Here we refer to information processing strategies that
accommodate themscvcs to thc .. ,uintanc of thcir use.

3.3.1 Investigating how information processing systems Such information processing systems consist of collections
can be adjusted to extremize the quantity of infor- of 'generic rules' (rather than fixed instructions) which
mation relative to some 'processing cost' con- interactively modity themselves in the course of their
straints. application based upon the varying nature of the input

The term "extremize' is equivalent to the phrase "maxim- data. Adaptive systems are inherently interactive and are
ize or minimize'. Designers of computers and other infor- essential in areas such as robotics, but adaptive strategies
matrion processing systems naturally attempt to maximize are even more fundamental in more general arenas of
certain measures of information processed relative to the information processing where decision-making in the pres-
cost of processing it. But biological information processing ence of uncertainty plays an essential role: in addition to
systems and nature in general appear to be arranged so decision-making in the 'management" sense, this includes
that information is extremized subject to constraints which fundamental applications such as the machine-mediation
depend upon the problem under consideration and are of learning, and information retrieval and inference from
analogous to 'coats'. complex data and knowledge bases. Current *expert" or

The second particular principle concerns "knowldge-based' systems offer primitive examples.
largely bascd upon experimental ad hoc techniques. that

*1,
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suggest the potential level of capability of the more sophis- - pOftiakisth oh"s iwire.ise or fuzzy query
ticated adaptive information processing systems that a syS- handling.
tematic and appropriately funded research program could Advancas in the hardware area, such as associative
yield, memory and other innovative storage devices, to make on- -

4.0 SOME IMPORTANT APPLIED RESEARCH line storage of large volumes of text cheaper and easier arc 
PROBLEMS needed.

Recent resear,!h has produced adequate algorithms for Similarly, we can soon expect to have large quantities of
managing 1-dimensional data bases of ordered keys. Both human speech in digital form. At the present moment it is
B-trees and extensible hashing programs are efficient for not possible to make the media conversion between text
this problem and packages for these methods are widely and speech (or between pictures of text and text) easily.
available. But information that is more vaguely specified. Research in these areas is also ,ceded and should include:
such as English or other natural language words, or pic- - speech recognition studies, drmwing on the work of
tures. are not so easily stored or searched with machines. linguists and researchers in artificial intelligence as
Such data is becoming more and more important, however, well as on information scientists (see the section of
as word processors, digital telephony, and graphics devices the full Workshop report concerned with artificial
increase the supply of information in textual, vocal or pic- intelligence);
torial form. In addition, these forms are the forms of data
most commonly used by people. and thus the ability to - signal processing developments, perhaps involving

handle them would greatly improve the user-friendliness of special purpose hardware (see the section of the
computer systems. full Workshop report concerned with parallel archi-tecture);

Various information science problems underlie the difficul-
ties iii this area. At prestnt, we have difficulty matching - advances in decision theory and other areas involv-
people's ability to scan text for subjects; thus many peopie ing complex matching problems (see Section 5 of

prefer to skim through a printed document vather than use this report concert -d with adaptive information

an electronic form, even though deliys are produced by processing strategies).

waiting for the printed version. We have difficulty cluster- Each incremental advance in speech recognition, although
in, Dr grouping information, and thus people ignore large it may not be adequate for automatic dictation or full
piles of paper which they do not have time to sort through. 'command and control" communication with a machine,
and which cannot be sorted and routed by machine. Simi- will nevertheless be useful and productive, as recent exam-
larly, even those retrieval systems which do operate often ples in simple machine control and various other elemen-
flood the user with paper, and the inability to summarize tary applications where computers must be used by novices
what was found makes users waste substantial time. As or by those who do not have both hands free (e.g.. in fac-
the computerized systems continue to make it easy to pro- tory automation) ii already beginning to demonstrate. 0
duce information but do not help with its reading or Picture or image processing is even more complex, and it
delivery, we can expect that the 'information flood* will is becoming more important as computer-assisted desigi,
increase and the amount of time wasted by individuals is becomg me mporta n sm te re deaigand automated image acquisition systems are creating
coping with it will become steadily larger. But the princi- rapidly growing archives of image information in machin-
pal economic impact of the present situation is not meas- able form. There is a large background of literature in
ured by lost time, as significant as that may be for the pattern recognition, but we do not yet have data bases in
highly-paid 'information worker'; rather, it is measured by pictorial form. Such problems as the storage of maps.
the opportunity cost that results from having failed to flowcharts, or other diagrams. or the vicwgraphs so es.en-
locate or identify relevant information produced by the tial to modern bureaucracy, cannot be solved without
infofmation retrieval system but not provided by it in a advances in the underlying fundamental information sci-usablei teunelyngfndform.norato si
usable form. ence research problems. Intensified research is needed in:
What, for example, can we do with the large amount of - the analysis of multi-dimensional patterns. and the
written text now available in machine-readable form? design of knowledge representation languages for
About 75% or 80% of the mail in a typical large office is such images:
internal, and since most companies now have word process-
ing equipment, that material i available in machine read. - the ability to abbreviate or summarize" features
able form, and yet most companies do not yrt have in pictures, and to transform and index them;
retrieval systems to store and forward this material - coordination with projects in robotics and other
automatically. In fact, at the present time, there are areas depending on vision research and scene
organizations where long-term storage depends on taking analysis.
the machine readable form, printing it out, saving the For all of these problems, it is important to note that peo- -
paper, and discarding the computer-readable version. plr and animals find them easy: this observation offers
Basic research in knowledge representation techniques are hope as well as a challenge to the information scientist.
needed to handle this rapidly growing practical problem. Scene analysis problems that a computer would find
The research agenda should include investigation of: impossible (e.g.. "search for a particular individual in this
- languages and structures for formalizing the con- picture') can be solved b) even a pigeon. Thus, it is not

tent of documents so that they can be processed enough to be told that they are NP-complete, as interest-
utomatically ing as such a result may be; practical ways of solving them _

- parsing and semantic analysis procedures for exist all throughout the biological world This suggests the
analyzing English text for storage: potential value of a three-pronged attack: research into

the fundamental problem and its properties. research into

i4



c pater utlcn-.tumk,. ar resrch into the behavior nced existed and was resgni7ed previously but could not
of organisms that can solve these probem; see Sections 5 be filled until low cost terminals and communication net-
and 6 of this report. works made it technically possible and economically feasi-

One overall theme that emerg,s from this discussion of ble to provide these information services.

concrete problems is the need to develop general tools for Both the word-oriented datab-es and numeric-modelling
dealing with them, which in turn calls for more intensified databases have been used primarily in industry, govern-
research on the fundamental problems of information sci- ment and academia for supporting research and decision
en¢c. making. Now. the potential for more widespread use of

The spread of computers beyond the professional comput- databases and databanks exists because computers have

ing community has had a dramatic impact on tuser inter- been introduced to the population at large and information

faces. Programmers, as Eric Carlson has said, are people resources are now accessible beyond industry, government.

who are paid to put tp with machines. As an increasing and academia. In the coming years. far more people will
o f a rep aid t o rs t i c whave the technological capability via their home computersnumber of ordinary workers must interface with comput-

ers, the ability of the machines to accommodate to the and intelligent terminals to access databases and data-

people, rather than the need for the people to accommo- banks to answer their queries.

date to machines, mu'i be improved. Usage will no longer be restricted to the computer-literate

As computers interface with more people, they will have to and informatio-literate who cope with the poor image

work at the tasks in the way that people are used to and quality, multiplicity of protocols, command languages, sys-

that is convenient for them. Many of these information tem responses and messages, file loading difficulties. etc..
processing tasks are very easy for people, but currently that exist today. Information seekers need user-friendly
very hard for machi,,es. Research is needed in the systems that make these complexities transparent. Users

behavioral aspects of information transfer to reduce the want, and shall be able to simply ask a question and get

impedance of the inlerface between people and informa- an answer without going through the multiplicity of steps

tion processing systems- that are required by current retrieval systems and data-

The previous remarks have .'sncentrated on aspects of
information retrieval and knowledge-based systems that Users shou'd be able to access all types of databases:

concern user-friendliness and the incorporation of speech, word oriented. numeric/modelling, and graphic files.

imagery, and office-originated text materials into informa- Interaction with systems should permit keyed

tion processing systems. But during the past 20 years on- alphanumeric input, audio input and graphic or image

line databases have grown from a rare, specialized, and i-ltvt a well a se"arch and retrieval of digital, audio, and

costly method of finding information to a universal, esen- image or pictorial files and the different types of files

tial. and more affordable tool used by large numbers of should be interfaced with (or talk to) each other where the

professionals. Although past developments in the database query solution demands. The selection and location of sys-
field have demonstrated their importance, vitality, and terns and databases - whether centralized or distributed in

effectiveness, the extension of database capabilities and many separate locations - should be transparent to the

their future development will be increasingly intertwined user. It should be possible and convenient to effect

with research prograss in certain key directions. We now retrieval without concern for the fact that databases with

turn to consider these themes. different file structures, different data representation, dif-
ferent vocabularies, coding, and notation schemes must

The majority of the world's currentiy published literature interact with each other to pro 'de a response that includes
and data resources are being captured in computer- only the data/information required rather than an over-
readable form. They comprise an ever-growing set of load of information as is the case with today's systems.
databases that are publicly available through on-line/
time-sharing systems. This is a relatively new Extensive research -- both basic and applied -- must be
phenomenon. Few databases are older than a decade, and coordinated in order to pave the way for development of

it is only in the last decade that commecial on-line time- such transparent systems or, more likely, systems of sys-

sharing services were developed and provided the public tems. and in order to accommodate the inevitable growth

with access to large numbers of databases. Between 1975 in data resources. Very large databases are being gen-

and 1982 the number of word-oriented databases (bilio- crated but the architectures of computers are not geared
graphic and textual, e.g. Chemical Abstract Scrvics" 'CA for information retrieval and fast processing of large

Search' and the New York Times' 'Information Bank") natural language databases- As has already been observed

has grown from about 300 to 900 and the number of earlier in this section. the successes experienced in han-

records in those databases has grown even more rapidly dling numeric data are not readily transferred to the
from 50 million to 300 million. The use of those data- natural language data of textual databases. If e.ffective

bases, through an increasing number of search service use is to be made of the tremendous quantities of full text

organizations. measured in terms of numbers of searches information being generated in computer-readable form.

per year. has increased over the same period from I million research will be needed to pave the way for development

to 8 million, of more effective means for: automatic parsing of natural
lannguagc. images and audio data; automatic disambigua-

This growth is but one indication that we are living in the tion of homographs, automatic inference methods for dis-
age of information and that people need and will use infor- cerning embedded ir'formation or implied information. etc.
mation available through computers. Even greater growth The development of such means cannot be accomplished
has occurred for numeric databases and modelling systems on the current base of direct match and comparison tech-
(e.g., Data Resources, Inc., etc.). The growth has been niques universally used in commercially available data
technology-dependent, but not technology driven. The retrieval systems.
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Avoidance of informnation overload can only be effected by through the use of so-called 'certainty factors' which are
the development of improved techniques for selectively basically the ratios of underlying probabilities, some sup-
omitting information: for summarizing, abstracting, and plied by experts and some by users. However, the rules of
extracting salient informaticn from the vast arid continu- combination of evidence in MYCIN and PROSPECTOR
ally growing stores that constitute a major national are ad hoc in nature and rest on questionable assumptions 0
knowledge base and data oank resource. concerning the conditional independence of evidence given
The potential for improving on-line and knowledge-based the hypothesis Furthermore. the rules of combination in
retrieval systems is great bt significant improvemecnts the currently implemented system are not valid when the
cannot be achieved without additional research. Some of propositions which represent the evidence do not have a

the research will undoubtedly be conducted by the private crisp denotation. For example, if X is a variable whose

sector where there are short-term payoffs but much of it value is queried, then from the data. X is not very large.

will require more time for fruition and will be done only if with certainty factor b. one could not infer a tighter res- - S
it Is funded by the government. triction on the possible values of X with a certainty factor

c which is a function of a and b.
5.0 SOME IMPORTANT BASIC RESEARCH PROB-
LEMS A possible approach to problems of this type is to use a

combination of probabilistic and possibilistic techniquLs.
In this section, we discuss several trends in basic research In this approach. a proposition with an imprecise meaning
in information science that include foundational issues in is represented as a possibility distribution, and rules of
adaptive information processing systems exemplified by combination of possibilities are employed to infer from •
knowledge-based 'expert" systems, mathematical theories data in which the underlying uncertainty is partly proba-
of computation and decision making in the presence of bilistic and partly possibilistic in nature.
partial information, and aspects of information processing
that are common to biological and electronic information Clearly, the issues of imprecision, unreliability and incom-
processing systems viewed from the perspective of the pleteness in knowledge bases are central to our ability to
study of relatively simple biological pattern recognition design adaptive information processing systems which have
and classificatiorL. nontrivial advice-giving capability in the presence of .

uncertainty. This is particularly true in applications in •
5.1 The Role of Uncertainty in Information Science which an incorrect decision may entail grave consequences,.

In their pioneering work on information theory. Shannon as in medical diagnosis systems. fault diagnosis and oorree-
and Wiener postulated that information is related in a fun- lion systems in nuclar reactor ptnta, emergency e'pona

systems in airplanes, etc. In such applications, it is essen-dam enta l w ay to unce rtainty, w hich in turn ma y b e i l t a e a c r e t a s s me t o h ei b l t f a c n
expressed as the entropy of underlying probability distribu- tial to have a correct assessment of the re liity of a con-tionsclusion as welt as a reliable analysis of the likely orise-

quenccs of possible courses of action. In more general
The Shannon-Wiener point of view is certainly appropriate terms, this may be viewed as part of the basic problem of
for problems in which the issues of interest center on com- validation of the performance of an information system --
munication of messages over noisy channels, In recent a problem which becomes quite complex when the
years, however, the emergence of experimental expert sys- response is qualified by a certainty factor.
teMs as illustrations of, and tools for investigating, an area
of central importance within information science and tech- At present, we have at best a limited understanding of howto deal with large databases in which the uncertainty ofnology has shifted the focus of attention from quantitative resident information is an important factor. It is essential
measures of information in messages transmitted over
noisy channels to the demands of propositions which form to develop better theories of knowledge representation for
the knowledge base of a question-answering system. For ti up~ nfrhroe eeo rhtcue hcare tailored to the processing of large volumes of uncertainexample, if an information item in a database is data without the use of high standards of precision.
it is unlikely that there are significant deposits of uraniumin northern Nevada,' In more concrete terms, tome of the principal problem

areas which relate to the issue of uncertainty in informa-
then it is important to have a correct interpretation of such tion systems and which arc in need of further study ard 0
an acrtiun Lumidutifig that the terms urd ikel~y, signi,- exploration within the next five lu year arc the foil, rig.
cant and northern do not have a sharply defined meaning.
In addition to the basic and pervasive issue of imprecision I Processing of information in databases ir which the

of meaning, there arc the important issues of unreliability data are grarular. i.e.. are sets rather 'hua points.
and incompleteness of data. More specifically, i proposi- 2 Processing of information in language data bases in
tion in a database may be reliable to a degree, say 0.8, on which the propositions are imprecise and. possibly.
the scale from 0 to 1. Or. a datum which is of relevance to associated with probabilities or certainty factors.
a query may not be in the database. This raises the fun-
damental itauc of how to deal with information which is Approximate inference f.om imprecise propositions
imprecise, incomplete or not totally reliable, and the development of systematic rules for corn-

The available database systems do not come to grips with bining non-indepen-leat bodies of evidence.
this basic problem. Thus, the standard assumption that is 4 Development of techniques for validation and
made is that whatever is in the database is precise and assessment i reliabi:ity of expert systems. -

reliable, and thus if a datum is missing its value may be
determined by a default rule. In expert systems. on the 5.2 Optima, Algorithms for Information Processing
other hand. and especially in MYCIN and PROSPEC- For most problems, oni. partial or approximate
TOR. there are facilities for dealing with inreliability
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information is known. Such problems can only be approxi- and F are typically fixed and uncertainty is studied as a
mately solved, that is. one must live with uncertainty. In function of N, the radius of information is generally con-
recent years, computer scientists have begun the task o" sidered as a function of N.
creating a formal theory of computation in the presence of Despite the generality of the model, very powerful results
partial or approximate information which would have have been obtained. In particular, two of the theorems
numerous applications including prediction, estimation.
and control; distributed and parallel computation: scietific should be definedm it turns out that optimal information

computation: statistical decision making, design of experi- minimizes the radius of information for all information of
ments: and mathematical economics, and which would fixed cardinality.
have implications for the larger questions of applying
adaptive strategies in pattern structure and learning. We Regarding the relationship betwen adaptive and nonadap-
cannot review all of the directions of this new work but the tive information procssing strategies, there are problems
nature of one strand in this ambitious research program is where it is known that adaptive strategies are intrinsically
conveyed by the work described beiow. Because there now more powerful than nonadaptive ones. One interesting
seems to be an opportunity for significant advance, support question is when nonadaptive information is just as power-
for research on the mathematical foundations of informa- ful as adaptive information. Considerable progress has
lion science should be maintained at a level that will been made on this question. Just one result will be cited
stimulate the level of activity, here. Let S be a linear operator and let F be a balanced

and convex set. Let the information operator N be linear,
A vast number of papers have been written on optimal that is, le, it consist of n linear functionals. Then nona-
information and optimal algorithms for the approximate daptive information is just as powerful as adaptive infor-
solution of particular problems. For example, the anno- mation.
tatod bibliography of Reference 4 lists over 300 core books
and papers devoted to this subject. Based upon reent pro- The information-centered approach can be contrasted with
gress. the time seems ripe to attempt to create general the algorithm-centered approach, which is in widespread
theories for the construction of optimal algorithms. We use. In this approach, an algorithm is obtained, often on
dscribe an exampl of such a theory. the basis of ad hoc criteria. This algorithm is then p

analyzed. Then another algorithm is proposed and
The theory is information-centered. One indicates the analyzed. and so on. In the information-centered approach,
probem to be solved and the type of information available, one merely states how accurately or completely a problem
The theor'y delivers te optimal information and te should be solved and indicates the t, -r of itfbrmttion
optimal algorithm. It yields the problem complexity, that available. The theory then tells one the optimal informa-
is, the minimal cost for solving the problem to within a lion, the optimal algorithm, and the problem complexity,
certain level of uncertainty. It states conditions under that is. how much it must cost to solve.
which nonadaptivo information is just as powerful as adap-
tive information. The theory is based upon the notion of The models referred to in the previous paragraphs are both
'radius of information' which measures the intrinsic uncer- worst-case models. Average-case models must be investi-
tainty of a problem if specified information is available. gated. These models are, technically, far more difficult to

deal with than worst-case models. Preliminary results for
The broad objectives of this theory are: the case that the information is exact indicates that for

(1) To develop a franework and fundamental concepts so any "linear' problem (S and N linear operators) the aver-
that researchers can think about optimal information and age case is the same as the worst case! That is, both have
optimal algorithms in general. the same optimal information, the same optimal algorithm.

(2) Currently algorithms are frequently obtained on an ad and, often, comparable complexity. A major investigation
hoe basis. By using an information-centered approach, is needed for the case that the information is stochastic.
proponents of this theorj believe that the synthesis and As indicated above, general results have been established
analysis of algorithms can be made into a science, for the worst-case models if S and N are linear The fol-
(3) To develop mathematical tools for obtaining optimal lowing cases should be investigated: S nonlinear, average-

information and optimal algorithms, case models, N stochastic.

(4) Obtain optimal algorithms" for problems in a ,-ide This theory can be applied to distributed computation.
variety of application areas, which is becoming of increasing importance as parallel

computers draw cioser to the practical stage. Even prob-
Two models have been studied: lems capable of exact solution on a uniprocessr will be
(1) Worst-case normed model solved only under uncertainty in the distributed environ-

(2) Worst-case model where uncertainty is measured ments of the future since complete exact information on

without a norm. the current state of the distributed system will nut be
available. Distributed systems should be modelled. There

The two models are presented in References 4.5; an cxpo- are obvious similarities between distributed computation
sitory account is given in Reference 6. and decentralized economics studied in mathematical

The theory of the 'worst-case normed model' has only economics. It may turn out that these superficial similari-
three basic quantities, an operator S and a set F which ties reflect more fundamental similarities which can be
specify the problem and an operator N which specifies the exploited so that results in one area can be utilized in the
information. N is called the information operator other.

There exists an invariant, callea the radius of information. Diverse areas, many of which .re disciplines in their own
which measures the intrinsic uncertainty in the answer. right, should be investigated from the iiformation,.'ntered
The radius of information depends on S. F. N but since S point of view. These include control theory, signal



processing (in this case it is particularly important to dis. principals employed by animals are virtually as inscrutiable
tinguish between traditional applications of Shannon's and complex as those used by human beings. Pigeons, for
*information.theory" and the 'information-centered' example, have been trained to sort through photographs
approach discussed here), and decision theory. The looking for instances of such categories as people in gen-
information-ccnterd approsch has recently been used to oral or an individual person, trees, bodies of water. fish,
solve problems in estimation and prediction. A unifitd letters of the alphabet, oak leaves, pigeons, and various
theory for the optimal solution of problems with partial or regular geometrical figures, such as triangles or diamonds.
approximate information has a number of implications. It Blue jays have performed comparably well looking for
would provide an understanding of the relation between instances of cryptic moths: mynah birds, for instances of
information and uncertainty. It would give problem trees and people. Apes and monkeys have likewise
solvers in many domains new and po% rful tools. It is mastered complex categories. A variety of subhuman
hoped that it will eventually provide a unified theory of species, including pigeons and mor.keys. have learned rela. 0
information including information as used, for example, in tional concepts. such as distinguishing between s)mmetri-
control theory, information theory, decision theory. scien- cal and asymmetrical designs. picking the match to a tar-
tific computation. and economics. get color or figure or picking the nonmatch, and so on. In

all of these studies, the categor;;,tions in question have
5.3 Biological Pattern Recognition and Classification passed the test for generality with ne," stimuli. That is to
Problems of decision-making in the face of uncertainty, of say, after a pigeon, for example, has learned to distinguish
pattern classification and organization, of retrieval of between a given set of photographs containing trees from "
information from knowledge bases, and of learning, all one not containing trees, it is tested with different photo-
involve problems of categorization in an essential way. graphs, to see if the pigeon's principle of categorization
Indeed. categorization plays a central role in information generalizes to new instances, as it must if it is at all com.
science, at every stage in the operation of computing parable to those of human categorizations. As noted
machines, and also in human concept formation and the above, some degree of generalization was demonstrated by
structure of human knowledge. It is. therefore. appropri- most subjects in each study. often to a high degree by all
ate that attention be devoted to categorization as a general subjects. S
information procssing func-ion, embracing its role as a As long as it seemed that human categorizations are
general biological function. Since biological organisms at uniquely complex, then the inability to simulate tnem
every level of complexity are still far more advanced than seemed readily explainable as a corollary of the sheer con-
compuing nmainc in their abilit , to form usefil plexity of the human brain. with its .lO0 nucron each
categories based on limited and noisy information, it will with multiple connections. The situation alters radically.
be well worthwhile to investigate the algorithms and however, in light of the discovery that animals with rela-
processes they use from the more general standpoint of tively small anc simple brains, such as birds and perhaps
information science. Indeed, it is our belief that this fish, also perform these complex categorizations, and that
approach, which combines methods and results from a they do so apparently with no greater difficulty than
number of disciplines, is highly promising and is likely to human beings do. Whatever the cognitive benefits of the
result in fundamental advances in our understanding of the enormous human brain are. they do not, at this point,
general process of categorization. seem to have much to do with categorization as such.

It is some:.rmes assumed by students of human pattern A classification problem is unavoidably a problem in
recognition and its simulation that the intcresting and establishing a principle or principles of invariance. Such
challenging phenomena are found in human sensory sys- principles pose more or less interesting problems in infor-
tems uniquely. A characteristic attitude was expressed by mation science, depending on the degree to which they are
Howard and Campion: 1The human visual system is the self-evident from a simply physical inspection of the clas.
only effective pattern classification system known" (Refer- sificatory process. The more obscure the principle, the
ence 8, p.32). Summarizing recent developments in cogni- greater the challenge to analysis, and the greater the
tive psychology, a New York Times science writer echoed potential increment to an understanding of possible
the attitude he must have heard in many interviews: "We categorizing algorithms.

human beings ... are concept-making creatures: Unlike
any other animal, we have a natural ability to group The existence of complex, multidimensional categorization
objects or events together into categories' (Reference 9, by relatively simple organisms iniplisa that cvulutiunafy
p.48). processes have discovered and implemented nontrivial algo-

rithms far beyond any existing theory in information sci-
Biologists and psychologists studying stimulus discrimina- ence. let alone its implementation. Research along this
tion often betray the complementary supposition about the line might. to begin -ith, search for the lowest biological
animal subjects they observe either in laboratory experi- level at which present information science loses its ability _
ments or in nature. (n contrast to the complex and to account for the observed categorization. At that point,
abstract patterns that human beings respond to, the nes- there may be a reasonable expectation of discovering a
tling herring gull, for example, is said to gape for food. not biological solution to a complex classification task. Just as
at the sight of its parent as a whole, but simply in response evolution presumably added classificatory power incremen-
to a small red patch on its parent's yellow beak. The tall). so also may . e expect an account of it to develop.
inscrutably complex classification capacity of human
beings is assumed to transcend vastly the corresponding Another possible line of research is to search for thecapacities in animals environmental factors that activate an organism's latent

capaciv to categorize. Presumably, categorizing, like anyIn fact. recent evidence (reviewed in Reference 7) indi- other behavior, is governed by the adaptive contingencies.
cates that. at least under some conditions. categorization the economics of activity At some point in its round of
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activities, an animal is impelled to categorize a &trcam or Ac do not know how the ptgeOn performs Its categorization
instaices. notwithstariding the inevitable loss of informa- tasks -- although we can be assured that at least one rela-
tion and the psychic costs entailed by doing so. How the tively simple algorithm exists.
economies of categorizing operate at the level of simple We do. however, know something about this algorithm: it "
behavior may illuminate the comparable issues in human. is neccssarily highly parallel. Indeed, a distinguishing
and social, bchavior. and provide guidelines for their effec- characteristic ot information processing by organisms is
tive implementation in machine information processing that the tasks on which biologica; systems perform best -
systems. those related to categorization, pattern recognition and
Nontrivial powers of categorization in subhuman animals classification, and learning -- are also the ones that utilize
provide a rare opportunity for research into the general highly parallel procedures. Vision systems provide a strik-
problem that supplements traditional computer science ing illustration of this point. It is unlikely that inpoarant
approaches in a powerful way. With animals as subjects, progress in machine categorization and pattern analysis
experiments can exploit the potentialities of far greater will be made unless researchers can be guided by cxperi-
behavioral control 'han they could with human subjects. ment. but current experimental investigatiors use available
and also the potentialities of physiological intervention. By computing machines, and the machines are not adequate
studying relatively small nervous systems mediating for investigations of many of these problems.
categorization, it may be far easier to discover categoriza- It is very important that such algorithms be discovered
titn algorithms than by studying the human nervous sys- and. by combining the knowledge and methods of several
tem with its vast capacities beyond mere categorization, or related disciplines, it may not be possible to unravel their
by performing computational experiments divorced from nature by a combination of theoretical and experimental
the realities of the biological evolution of successful research- The experimental research would be of two
categorization algorithms, types, involving both extensive computer simulation of

6.0 EXPERIMENTAL INFORMATION SCIENCE categorization algorithms of a complexity much greater

Given the perspective on basic and applied research prob- than most that are generally considered at the present time

lems in the previous parts of this report, it is evident 'hat (although they are. in an absotute sense, simple), and
inrormation science is at a stage where it could greatly interdisciplinary experimetal work designed to determine

benefit from a set of research facilities that would sustain the critical elments of biological categorization algorithms

experiments in the field. We describe two quite different (and thereby partially guide the machine experiments) by

kinds of facilities in this report. The first focuses on means of a systematic investigation of the abilities of lower

experimental verification of theoretical predictions, reflect- org nisms undertzkz. b cottsortia of ps c t -iltff"r-
ing the discussion. presented above, of the centrality. over mation scientists, mathematicians, biologists, computer
a broad range of biological and physical forms, of the prin- scientists, and computer engineers.
ciples we see as underlying information science. Such a 6.1 Center for The Siudy of Parallel Information Pro. p

facility would be comparable to the use of particle cessingSyslems
accelerators in physics to verify theoretical predictions and W enint Ssim e
explore heretofore inaccessible regions of the space of We envision the establishment of a CENTER FOR THE
phenomena. The second concentrates on the o-anization STUDY OF PARALLEL INFORMATION PROCESS.
and use, by human subject matter specialists, of informa- ING SYSTEMS' tLat would provide facilities for both
tion in relation to the increasing number of what might theoretical and experimental work. The experimental
best be called knowledge resources. We consider each in effort would focus on the study of parallel bioware infor-
turn. mation processing, especially targeted on the key problems

of categorization, classification, and pattern structure
It was observed in the previous section, concerned with (since the experimental aspects of parallel hardware com-
basic research problems in information science, that even puters are already being addressed by university and
relatively primitive biological information processing sys- private-sector scientists, and are the subject of another
tems possess categorization capabilities that far transcend report of this Workshop) but also concerned with comput.
those of any machine-based system available today. More- ing systems that might combine electronic hardware and
over, recent work suggests that the pattern classification tissue bioware components. The CENTER (which might
and categorization systems used by biological organisms consist of sveral physical facilities located in differentaronis onfcsa sevra phsia faciitie locate ine differeantito i
are univeral in the sense that they v6sify diat inio i - regions of the country. each concentrating on an aspect of
lar categories, and they are simple in the sense that they the effort) would provide opportunities ror academic scien-
can be implemented in small processors (by biological tists to visit for periods of varying duration; it would have
standards); indeed. after accounting for the processing the necessary computing resources, appropriate animal
requirements for fight control and general physiological management facilities for experimental work, and a small
functions, there may be as few as several hundred permanent technical support staff. The CENTER would
thousand neurons available to the pigeon for its categoriz- make possible a level of copcratise and interdisciplinary
ing processes. A machine of this relative simplicity is research on the categoriz'ation problem and on other prob.
within the scope of current computer engineering p.actice lemi Ahere electronic and biological information proLeSs.
This is not to suggest that a computer 'copy' of the pigeon in8 converges w&hiLh cannot be undertaken anywhere in the
processor should be designed, but only that the pigeon's Ltnied States toda.
capabilities demonstrate that a universal pattern classifica-
tion algorithm of substantia! power and generality can be Wc recommend that the National Science Foundation

packaged in a device which is accessible in principle to commisston a smi-month stud) to determine the most -i

current engineering and manufacturing techniques The appropriate organizational struciure. geographical
problem is. of course, that we do not know the algorithm -- location(s). and funding level for such a CENTER to
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provide the critical mamand czpericnWa mrear for a and Ohings that contain biogaphical, geo-
effective attack on the key problem of categorization, and graphical. and basic reference materls.
furthermore, that the Foundation give high priority to They can be accessed by users and pro-
implernening the ,ecommendations of that study. This is grams to process primary data or to facili- ....

an area of particular promise and opportunity. late the preparation of new items. S

6.2 Knowledge Resources Facility A system of the kind proposed must also have facilitks
that make it possible to organize the information retrieved.

An experimental facility which we will call a to pe re synthsu and new documents, and to intesac.
'KNOWLEDGE RESOURCES FACILITY' also is tively modify the range of resources specified above.
needed to aid researchera in the exploration of knowaledg Natural language dialogue facilities can be extremely use-
resources, ranging from databases of text and images to fill for interacting with the system. since the initial form of
knowledge bases that are beginning to play an important a hypothesis or question is rarely the one that adequately 0
role in adaptive informition processing strategies. satisfies a need for information. To the extent that a

Understanding the issue of experimental facilities as they natural language interface can capture th- language habits
relate to knowledge resources can beat be done in the con- of its users, including jargon and usages, it can be much
text of actual use. Let us consider, as the paradigm case. easier to assimilate than a special query language. In
a scientist or scholar who is an expert in some field of addition, natural language provides a compact way of
endeavor (e.g., a doctor, lawyer, scientist, or humanist), expressing complex relationships. Where it is imprecise or
This expert needs sinte information to ,olve a problem, ambiguous, it may be valuable, in the context of interac-
test an hypothesis, answer a question. The data potentially tion with the system, for refining concepts or prompting
relevant for satisfying that imeod are accessible in the recognition of alternative interpretations.
machine-readable form. The determination of what itemis Note that in the system being described the database is
are actually relesant can only be made by the expert. cumulative and that it progressively comes to embody the
Given such a context, the issue to be considered is how experiences of its users. At the same time. the original
information science can support such a user. form of the primary data is retained so those items can be

Equally important, however, is what can be learned as a reanal)zed and reinterpreted at any time. ;
result of providing such support. Information systems can Now ;onsider having the databases cumulative in another
be both tools for user- and a context for research.1 

In par- sense. No field is static; new primary data items are con-
ticuar, we are proposing, as an experimental test-bed for tinually being created, and they need to be absorbed and
information science to develop a svstem that will allow us. ecsdeated wiihin te i yaem. Aceordingly, pro-
in the context of a human activity of central social impor- cedures must be available for spontaneously initiating a set
tance, to address the four major topical areas set out at of processing tasks with each new data entry. Actually.
the beginning of this section of the report. some subset of those procedures is necessary to acomo- 0
There are three basic kinds of knowledge resources date, in a similar fashion, the annotations and commentary
appropriate for the entered as secondary data.

information systems being considered here: It should be obvious on reflection that the system being
described provides a context for research on (I) thefiles that pertain to the area of epert categorization. classification, and comparison tasks astoci-

ilehat esourn to t of e ted with invariance; (2) the summarization and abstrac-Thli w reources woul ok[ s of the basc to ak soitd%,ihslav rkin 3 h
materials a user would expect to be avail- tion task5 associated .ith selective omission; (3) the
able, although it may be ncessary to pro- representation tasks associated with optimal information

vide some nonstandard items to allow for processing; and (4) the interference and learning tasks

serendipitous influences. The user should associated with adaptive information processing. It also
should be clear that the initial form of such a system willnot need to know anything about the way

the database is structured in order to be only provide partial solutions to those problem areas.

able to acces it. Nevertheless. the feedback associated with the use of the
system by experts who reall) need the information it con- .5

(2) Secondary data - index terms, citations. tains is essential as a guide for successive revisions.
abstracts, annotations, and commentaiy. i
These resources provide characterizations, Gitcn the feregoin; propcitive. it ix aptopt-re to

address the resource requirements for the development of aat a metatextual level, of the content of the

primary data. They can be used both to system for experts' of the kind we have described. One of

a ss the primary data and to embody the major problems in its implementation has been the

evaluations of their content. Secondary lack of hardware facilities with an address space large

data can be provided by users and pro- enough to accommodate the large databases that are

grams; they should be labeled clearly to entailed. With the advent of the LISP machines and other

identify their source. computers with capacities of 236 bits, it is possible to
(3) Tertiary data - dictionaries (general and proceed.

special parpose), registers of people, places. Increasing amounts of textual data are becoming available
in computer-readable forms as by-products of news wire

I Ahbno tk twow a be oW aawaly be by asy services and computer-directed phototypesetting, and opti-
pwwa .k hus i 6d for talfrwamn sad c" IdA wbo that *a cal character recognition is now a cost-effective technol-
ssLa. tbe P t p, cab te k" o Ehbud "wnd to ogy Dictionaries and other documents classed above as
Iwk5 = LOSknt "memo" 0( she vyiism tertiary data arc also computer readable. A substantial
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anount of research will be required to know how best to even much less successfully than at the college level.
manage these latter items but initial work has already In addition. there arc the new employment oppottunitics
begun. Eventually. these reference works that embody that exist as a result of the technology itself. The number
would knowledge can be "d in language understanding of *information professionals* employed in the United
programs both inside of the system we have been desurib- States in 1980 exceeded 1.64 million (Reference 10). The
ing and ftr other purposes associated with conmand. con- current annual growth rate in employment in this section
trol, and decision making. They can also serve, patlicu- has been estimated to exceed ten percent. At least half of
larly within the proposed context of research. for establish- these positions are related more to 'information' than to
ing a substantive base for research on expert systems. "technology.* including a range from database manage-
The system for experts we have been describing will ment to audio/visual/interactive media specialists.
require the coordinated efforts of people from information Finally. there arc all of those jobs affected by technology
science, computational linguistics, and artificial intelli- in sufficient measure to "all for retraining, at a minimum
gencc. It will also require the dedicated subject matter replacement at ,korst. The American automobile indus.
specialists, the experts for whom we are developing the
system and whose use will provide us a context for explor- negatise effects when technological innovation is managed

ing a broad range of research issues in information science. poorly. USA TODAY is a visible example of a new busi-
7.0 EMPLOYMENT. MANPOWER, AND CURRICU- ness venture and employer that is built on innovation in
LUM ISSUES information technology. There is no doubt that ',ess costly
Information technology is contributing substantially to an and more sophisticated information technology will affrct
employment crisis in the United States that will exist, other areas of business and industry in equally dramatic
perhaps even increase in complexity and intensity, well and significant ways.

past 1990. The phenomena resulting from this crisis range Even with this brief summary of a very broad set of issues
fiom the displacement of skilled and semi-skilled blue- that link technology and employment, some issues emerge
collar workers by robots to the serious shortge of PhD- that arc appropriate for federal intervention and can be
level scientists and engineers available for research, addressed by NSF support:
development, and teaching in fields related to information A. Grants-in-Aid (Merit Scholarships) to outstanding
technology. Virtually all parts of the U.S. economy are students for graduate study in science and engineering

affected by this crisis, although some appear to be more fields related to information technology,
seriously troubled than others. B. Post-doctoral fellowships in science and engineering
A recent study by Kent Curtis of the NSF concludes that fields related to information technology....there is a shortage of computer manpower which is
expected to persist for the forseeable future but society is C. Institutional matching grants for equipment and other
responding, perhaps as rapidly as possible, to provide the technological resources (perhaps coupled with other incen-
trained people required by business, industry, and govern- tives for business to provide technological resources to edu-
ment.' After this hopeful conclusion. Curtis goes on to say cational institutions).
'only the educational institutions of the U.S. have what D. Support for research in the cognitive aspects of infer-
might be described as a crisis, a staffing peoblem which mation science (see Reference 3. pp. 1-8).
seems to have no solution with the context of normal E. Support for research in information technology that is
supply/demand forces.' important to the national interest, but is unlikely to be
Other studies have not been so optimistic about business, funded by business and industry directly or by other parts
industry and government's collective ability to provide for of the Federal government (see Refrcencc I. pp. 16-24).
themselves in this key area. Indeed. one recent study F. Research on the economics of information (see Refer-
estimated an annual shortfall of 50.000 "computer-trained" onc 2. pp 16-24)
scientists and engineers at the bachelor's and higher levels
persisting past 1990. Taken together, there is no doubt G. Research on and development of economic indicators
that a shortage exists, and it appears that business, indus- and models to measure and forecast trends in the 'technol-
try and government arc satisfying somne of their current og) economy' with special emphasis on the relatively
needs by hiring people directly from universities and by negiected parts of the economy dependent upon infuruta-
hiring young people at the baccalaureate level who would tion technology.
otherwise have continued to complete the PhD for a career H Support for the design. development, and experimen-
in education and research. At the same time, the number tal testing of educational materials using new information
of undergraduate majors in fields relating to information technolog)-based deliver) systems for the fields most
technology is increasing dramatically as is the number of directl) affected bN information technology.
non-majors at all levels who take courses in computer sci-
ence and related fields. Th-se demographics result in 8.0 PRIORITIES
sharpl) increased demand for both faculty and technologi- The problem of determining priorities in a rapidly develop-
cal resources for colleges and universities. ing field of science is a difficult one, and it is also one
Hoever. the problem is not restricted solely to colleges likel% to produce as many opinions as there are respondees.
and universities. The demand for introductory courses in For these reasons, this Working Group believes that it is
computer science in the secondary schools, coupled with unwise to attempt to specify priorities in detail; this is a
the desirabilit) of using computers in teaching mathemat- task better left to the professional Program Managers at 0
ics. phssics and other courses, has caused a crisis in the National Science Foundation %ho have an unparalleled
teacher rccruiting and teacher training that is being met vie" of the field and its cognate disciplines. At the gen-

eral level. howevcr. there arc some observations about

I I I I I I I I I I I



priorities that we believe have the support of the commun- 5 Traub, J. F.. Wasilkowski. G.. Woznjakowski, H.:
ity of information science researchers. Infarmation. Uncrai)y. Complexitv, Addison.

Wesle" 1983.
The most important issue where the National Sci-
ence Foundation can play a role is that of providing 6 Traub. J. F. and Wozniakowski. H_: "Information
sufficient funds for research in information science. arid Computation. to appear. Advances in Corn-
The theoretical information science and behavioral puters 23. Academic Press. 1980.
aspects of information transfer prograns of the
Division of Information Science and Technology at 7 Herrnstein. R.J.: 'Stimuli and the texture of

NSF have not fared well in recent years. al~hough experient". Neuromience and Biobehavioral

the quality of these prograrts is high. The Reviews. 6. 1982, 105-117.
Division's budget has lagged behind those of cog- 8 Howard. J. M. and Campion. R. C.: "A matrix for 4*0
nate fields, and the funds available to it are clearly pattern discrimination performance. IEEE Tean.
insufficient ta meet the need. During the past 5 scions on 1ystems. Man, and Cybernetics.
years the budget has ro kept pace with inflation SML-8 1978, 32s37.
and today it is at so low a level that it can only be
considercd marginal. '1 1977 it was recommended 9 Hunt, M.: *How the mind works. The New York
that an appropriate level of funding was 51 mil- Times Magazine, 24 January 1982, 30 pp. 10
lions (1977 dollars): the current budget is less than 'Final Report on the Manpower Requirements for 0
$6 millions (1983 dollars). Scientific and Technical Communication: An

Occupational Survey of Information Professio, als?,
2 Informatior science has reached that stage of National S uiene Foundation Project 0G.7727115

development where experimental facilities have Reo rt SJune F n, 19t G).

become essential, and developments in microelec- Report (June 30. 1980).

tronics and computer engineering have made it pos-
sible to provide appropriate facilities with the large
storage capacities and high proessing rates that
are needed. This report propLAs two cxperimentl
facilities. Both art high priority. The proposed
CENTER FOR THE SIUDY OF HIGHiLY
PARALLEL INFORMATION PROCESSING
SYSTEMS is likely to have the 6reater scientific
payoff, while the proposed KNOWLEFGE
RESOURCES FACILITY is likely to have more .0
immediate practical consequences.

3 Development of improved curricular materials for a
university concentration in information science.

4 Support for theoretical information science should
be increased.

5 Support for research into the behavioral aspects of
information transfer should be incasod.
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1.0 INTRODUCTION science, computer engineering, and information science

This subgroup was formed for the purpose of assessing rbc.ach c munr.ri- and 'hoe whid' ere likely not to
computer science, computer engineering, and information be.
science, from the viewpoint of those who are attempting to Our choices were:
apply them. Our objective was to determine what addi- Fattern Recognition and Image Processing. as likely to be
tional reearch might be required. tightly coupled to computer engineering;

Clearly, a subgroup of eight or nine people cannot Software Productivity and Office Autimation, as likely to
represent adequately all areas of use. Our intention was to be tightly coupled to computer and information science:
explore this subgroup's interests and determine whether and
productive research recommendations might evolve from
consideration of such a restricted sample space of applica- Large-Scale Systems. including CAD/CAM, Automated
tions. If so, NSF could asss whether or not to expand Production, and Civil Engineering Design Aids. as likely to
this kind of activity, be loosely coupled to all areas of our researc: nterest.

In choosing the use-areas to be addressed, we wished to The group also discussed issues related to
represent two quite different kinds of user communities: Manpower/Resource Requircmer's and
those likely to be already *ightly coupled to the computer Interface/lndurtrial Requirements.

9 0
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As the following individual repo ts on these areas of use Important medical applications include:
will reflect, those areas which are tightly coupled to corn- - Enhancement and interpretation of X rays
puter science, computer engineering, or information sci-
ence have been able to make effective use of the technol- - Generation and processing of NMR images
ogy resulting from their respective research and are able to - Generation and processing of sonograms
make specific and concrete recommendations concerning - Processing of images for analyzing blood, tissue
additional research required. Those which have been
loosely coupled have had considerable difficulty in effec- and similar samples.

tively employing these research results in their applica- Other important applications inciude:
tions. - Monitoring pollution

Although our samr., si, is not statistically significant, it - Assessing agricultural conditions S
appears that there ",; - genuine problem in those areas - Dteting forest res
which are loosely coupled and that there are steps which
NSF and DOD can take to overcome these problems. - Determining and forecasting weather
Specific recommendations are made in the report below - Office automation.
which address research to support the design of large-scale
systems employing computers. 2.3 Computation Requirements

2.0 COMPUTER ENGINEERING RESEARCH IN The computational demands imposed by processing images .
SUPPORT OF PATTERN RECOGNITION AND in the applications described above can easily generate the
IMAGE PROCESSING need to perform millions of floating-point operations per

second (FLOPS). For example. applying a simple 3 x 3
2.1 Scope of Consideration neighborhood operator in preprocessing a 512 x 512 pixel
The subgroup adopted the view that image processing image thirty times each second can generate the need to
includes all multidimensional processes which require the perform more than one hundred million FLOPS. If each
manipulation of arrays of the form I(XI,X2...XN). Thus, pixel in such an image contains two bytes of information,
such arrays generated by seismic, infrared, visible, ultra- then more than one-half million bytes of memory are
violet, acoustic, radar. NMR and other techniques were required to store it. Demands of this magnitude are com-
included as images. monly encountered in the applications described above.

Some of the applications can generate demands orders of " -
In accordance with the position paper, the subgroup mgiuei xeso hs.Oemme ftesb
focused its considerations primarily on the hardware and magaitude in excess of these. One member of the sub-group estimates that an ad]equate procssr for performing
associated computer engineering required to process image pastern recognition and image processing (PRIP) opera-

data in digital form. No specific attention was given to perform -ia t eas OO FPS witha-

the algorithms or software required to process images. tors will have to
This related and important area should also be given con- memory bandwidth of at least 256M bytes/second in the
sideration. 198C's and that these demands will further increase by an

order of magnitude in the 1990's.

2.2 Importance of the Application Area 2.4 Computer Architectures for Pattern Recognition

There was general agreement among subgroup members and Image Processing
that having cost-effective means for processing image data Conventional single instruction single data (SISD) stream
in real time is essential in a number of areas of national computers are designed primarily to process one-

dimensional strings of alphanumerical data. To process
Important defense applications requiring pattern recogni- multidimensional infornation on SISD computers requires
tion image processing (PRIP) include: image coding and picture transformation such as projec.

Processing multi-spectral and radar satellite sur- tion and regi' ration. Sequential machines cannot cffi-

veillance data ciently exploit the parallelism inherent in most pattern
recognition and image processing (PRIP) operations. On
the other hand. large parallel computers. such as singlenavigation and guidance of tactical and strategic instruction, multi-data (SIMD) stream array processors

weapons. and mulhiinstruction, multi data (MIMD) stream mul-

- Processing acoustic data for detecting and tracking tiprocessors. are not necessarily cost-effective in imple-
submarines or guiding anti-submarine weapons menting simple and repetitive image operations over very

- Processing digital map data large and. sometimes, dynamically changing image data-

- Guidance of robotic weapon systems. bases.
The architectural and functional features below focus on

Important industrial a.,plications include: the interplay between computer architectures and PRIP
- Processing images for automatic inspection applications. In general. a PRIP computer should have as
- Control of robots used in automated manufacturing many of the following capabilities as possible:

and assembly t To explore spatial parallelism, a pattern-analysis
- Automated security systems computer can be equipped with replicated
- Processing seismic, magnetic, visible, infrared, arithmetic/logic units operating synchronously and

ultraviolet, and radar imagery for detecting and utilizing a high degree of pipelining;
localizing minerals and hydrocarbon deposits. 2 Sonic PRIP computers choose a multiprocessor

S
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configuration to support synchronous computations -- Research which will permit systematic and rapid
in MIMD mode. Data flow multiprocessor systems mapping of the architectural alternatives into
have also been suggested for PRIP computations; VHSIC and VLSI hardware.

3 An appropriately organized memory system is - Continuing research into VHSIC, VLSI and alter-

needed to store and manipulate images. Fast and native device technologies which will be needed for

intelligent 1/0 and sensing devices are needed for implementing faster and/or lower cost PRIP archi-

interactive pattern analysis and image query pro- tectures.

cessing; - Research in parallel computer architectures for
PRIP applications since it is clear that parallelism

4 Special image database management systems and is essential for nesting near-term needs with exist-
high-level picture description/manipulation ing or foreseeable device technologies,
machines are needed for fast image informationretrieval; - Continuing research in techniques for compressingand decompressing image data for more efficient

5 PRIP computers need to utilize the latest hardware communications, storage and display.
components and available software -ackages. - Research which has as its objective the develop-

2.5 Existing System Architectures ment of more efficient digital representations for
describing, manipulating and storing images,

The architectures of existing PRIP machines can be - Research into computer languages for describing,
divided into three categories: SIMD array processors,
pipelined vector processors, and MIMD multiprocessor manipulating and processing image data,

systems. - Research into back-end image database machines

Recent advances in microelectronic technology have trig- and associated database structures, management

gered the idea of implementing some PRIP algorithms systems, and query languages for on-line storage of
directly in hardware and some direct implementations have massive quantities of image data,

been built. VLSI pattern recognizers offer high speed and - While representing and processing data in digital
reliability, both of which are useful in realtime, on-line form is clearly important in the near term. abstrac-
pictorial information processing. Many attempts have tion is ncessary to avoid such large computational
recently been made to dvcytap special VLSI and VHSIC and storage requirements. Research should be
devices for signal/image processing and pattern recogni- undertaken which explores alternatives to digital
lion. Some of these approaches involved large-scale representation and processing image data.
matrix computations and syntactic parsing operations. 3.0 RESEARCH IN SUPPORT OF OFFICE AUTO-

2.6 Recom..iendarion MATION

The range and importance of application of pattern recog- 3.1 Overview
nition and image processing make it clear that this area In this brief overview of the office automation area, we
needs continuing and high-level research attention. Even attempt to identify the key elements that comprise current
the most cursory comparison of the demands for computa- and future office automation systems, outline the major
tional power with the current capability quickly shows that trends which are becoming evident, and focus on the major .... -.

existing hardware is inadequate for most of the important inhibitors to continued growth. Specifically, we will iden-
problems. tify those areas where economic forces are moivating ade-

Although it is not clear how much processing power will quate industrial resarch and those areas where they are
ultimately be enough, it is clear that this is orders of mag- not.
nitude more than currently is available cost-effectively. Five key elements comprise today's office automation
Thus, the subgroup can recommend without reservation environment:
that a program of research be pursued which has as its
objective a rapid increase in the computational power of * Workstations .0
computer hardware for pattern recognition and image pro- 0 Networks that allow workstations to communicate
cesing. This program should focus not only on increased * Centralized services
performance to satisfy the most demanding PRIP prob- 0 Applications
lems but also on reducing the cost of PRIP hardware for 0 Architectures which unify the office
less demanding applications, automation environment.

Specifically, the subgroup recommends that the following
research be supported: 3.2 Workstations
- Research which will qualitatively identify the com- A workstation, as presently conceived in the office auto-

putational requirements (hardware and software) mation environment, is comprised of several elements. It
of PRIP applications spanning areas of national includes a display with associated keyboard, processor and
interest, processor-memory; a printer for hard-copy output; and

- Research which will identify the architectural alter- some form of storage media apart from the processor
natives for PRIP hardware and which will provide memory. It may alse contain a scanner for entering tex-
quantitative measures for evaluating these architec- tual or graphic information which is not directly machine
tures with respect to the computational require- readable, and possibly a telephone. A network interface
ments, may also be provided to permit the workstations to com-

municate with other workstations, larger computers, or

_0.
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centralized services. Each of these elements and the telephone.
trends associated with their further development is dis-
cussed below. 3.2.5 Scanners

Devices are being introduced that can scan a document to I
Displays produce a bit-map image that can be stored in a computer

In today's marketplace. there are three major types of system. This allows documents that were not keyed into a

displays that are competing for space on the office desk. system to participate in the rest of the office automation

The first type is a main-frame interactive display. for environment.
example. a VT-l00 or a 3270-like display, which is con- Given thete major trends, what inhibitors exist for office
nected to a main-frame application. The second type of automation workstations? From the display point of view.
display is typically associated with a word-processing sys- the inhibitor is the cost associated with the transition from
tern. The third type of display is the part of the personal low-resolution character-oriented displays to the high-
computer. In the future, each of these displays will need to resolution bit-map-oriented multifunction displays of the
perform all three functions: personal computing, main- future. From the computer point of view, it is the
frame interaction and word-processing functions. apparently nevcrending quest for high performance

In today's environment, displays are typically microprocessors. Both of these inhibitor areas are being
alpha/numeric and are rapidly moving to alpha/mosiac. adequately addressed by industry, and, hence, are perhaps -

This trend is driven by the videotex environment. In addi- a lower priority for university/government funding. The

tion, higher function displays, able to handle limited same is true for the printer area, media area, phone area
graphics, are moving into the office environment. Finally. and, we believe, the facsimile area. Hence, we believe that
there are bit map displays that are able to provide high for the workstation area. economic forces in industry will

quality graphics. adequately cover the problem from a hardware point of

The trend in the processor area is rapidly increasing per- view.

formance requirements driven by the convergence of func- 3.3 Network Communications
tion into the display and the need for more processing
power to facilitate an easier-to-use interface. In today's The major elements of networks that allow office worksta-

display/processor complex, one typically finds a micropro- tions to communicate are the teleprocessing systems

cessor that is capable of executing between 250 and 350 (leased or switched) and local-area networks. These are

thousand instructions per second. Certainly, by the 1985 receiving wide attention in industry as well as the

time frame, this requirement for performance will have university/government sector. One major trend evolving in

grown io a million instructions per second. this area is the evolution of dynamic networking structures
to which workstations and links can be added dynamically,

3.2.2 Printers and which adaptively route traffic to achieve proper load P-
In today's office automation environment, there are three balancing. A second trend is the integration of local-area

levels of printers: printers which are of draft quality, networks into the teleprocessicg subsystems using an 

based primarily on the matrix printers of the data proces- overall networking architecture which is transparent to

ing world; quality printers which use the daisy-wheel tech- workstations attached to the system. A third trend is the

nology for letter-quality output; and bit-map printers. typi- evolution of much larger networks requiring enhanced net-

cally laser-based, for very high quality output. Additional work management facilities. An example is the recently

technologies are being investigated for these three printer announced IBM/Carnegie-Mellon University joint
design points. development activity which plans to install 8000 personal

workstations in a campus environment.

3.2.3 Storage Media An important inhibitor to network growth is ability to

We have seen the rapid evolution of the diskette from manage larger networks. This inhibitor can best be stu-
capacities in the range of less than 160K bytes to a million died in environments where large networks exist and can

or more bytes today. In addition, hard files, which in the be measured. Another inhibitor is the need for protocol
past were associated with large systems, are now readily conversions between various network architectures. The P -

available in the 5- to 10-megabyte -ange. Concurrent with research required to solve the insernetworking problem can

this increas in uipaity, ost per bytE of siiotge has bc done on a smal! scak at multiple universities. Finally.
reduced. we believe that networking research should move from an

environment of evaluating new protocols and topologies to
3.2.4 Telephone an environment of understandiig network management

In today's environment, the telephone is a separate device problems

from the office workstation. However, in the marketplace 3.4 Centralized Services
there are telephones which include a small screen. At the
same time, we see workstations incorporating telephone In an office automation environment. cetain services mast
functions, including the required analog-to-digital and be centralized either for economic reasons or control rea-
digital-to-analog conversions. Development is progressing sons. Typical services that are centralized for economic

in two complementary directions. One is augmenting the reasons are file servers. printer servers, communication

telephone with workstation capabilities and the other is servers and perhaps audio input/output servers. Services

augmenting the workstation with telephone capabilities, that must be centralized for control reasons include direc-
The telephone function itself is also evolving. Very basic tories, name servers, library servers, etc. The major trend

functions like call-forwarding, are giving way to voice in centralized services, particularly in environments involv-
store-and-forward capabilities that climate much of the ing large networks. is the ability to provide centralized ser-

non-productive delay encountered today in using the vices with very high availability. For example, in the file
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area this might involve several file servers with redundant It is not fruitful for the research community to think of
replicated data, which leads directly to the well-known dis- developing 'professional applications, as there are too
tributed databasc problems. many of them. Rather, the concern should be for develop-

We believe there arc no major inhibitors in this area from in: tools for applications development. Both the richness

the point of view of computer science research other than and complexity of the professional's 'work space' and the

those associated with maintaining consistency and con- relative computer naivete of non-computer professionals

currency in distributed database management system. act to make this a most difficult problem and one in which
industrial firms are making only slow progress. These

3.5 Applications applications development tools are a realistic candidate for

The key applications that are evolving in the ofiiee auto- NSF support.

mation environment certainly start with text entry and In summary, we have examined the key elements of office
editing. However, the text entry and editing environment automation and have pointed out those areas where we
is rapidly moving to include linguistic checking which believe industry has adequately covered the research
ranges from spelling verification to grammar and syntax requirements for the next 5 years. We also pointed out
checking. those areas where we believe government and university

Moving from text entry and edit, the next Lequirement is attention should focus.

to integrate data with text to produce the kind of mass- 4.0 RESEARCH TO SUPPORT INCREASES IN
mail letters we all receive in the mail. This implies a SOFTWARE PRODUCTIVITY
capability to query a database and then to produce docu-
ments or letters that are dependent upon the result of that 4.1 Why Address Software Producivity?
query. Pervasive to all fields of endeavor in Computer Science

Next in the list of key applications are those applications and Information Technology is an underlying inhibitor to
that produce documents involving text, graphics, and progress: the lack of an adequate number of professionals.

images. These may have aural annotation. Another key With growing demand. this supply shortage will likely get

element is the personal computing spread-sheet applica- worse in the 1980's. Not only are systems development

tion. Activity management applications are important; and applications development backlogs growing, but essen-

this includes calendaring and scheduling algorithms as well tial Information Technology R&D is being constrained.

as the kind of telephone management functions discussed The United States, which has had an unchallenged
earlier. Finally. office applications can include forms pro- superiority in software, may find that superiority jeopard-

cesing and forms flow control. ized by these constraints.

Major inhibitors to the continued development and use of There are two solutions to this problem. First, more peo-

these applications are the lack of a consistent user inter- pie can be encouraged to enter the Computer Science pro-

face across the range of applications and the lack of a con- fession. However, even under ideal conditions, additional

sistent method of data exchange between applications, professionals may not meet the demand. The second
approach is to increase the productivity of the professionals

3.6 Architecture in the field. This is the domain of softwarc productivity.
A trivial one-perccnt increase in the productivity of every

Four levels of architecture are required to bring together a

unified office automation system. These provide for a sin- existing professional would represent the equivalent of

gle method of intercomnecting systems, interchanging data adding thousands of new professionals.

and documents between systems, and an interface to vari- 4.2 Software Productivity and Software Engineering
ous applications. These levels are: The transport architec-
ture. the distribution architecture, the architecture for There is a strong coupling between software productivity
specifying the contents of documents, and the architecture and software engineering The potential for productivity
for describing the user intr:face to various applications. improvement through automated tools - particularly at the

Each of these architectura,. :vels is being defined by front end of the development process - is clearly signifi-

industry. cant. Formal requirements definition, formal specifica-
tions. abstract prototypes, reusable design libraries, are a .0

A major inhibitor in this area, which is certainly appropri- few of the approaches explored in modern software
-se for cantinued goernment/univCriy attention, is the engineering. However. basic questions of c t and produc-
development and evaluation of better user interfaces, par- tivity tradeoffs with thes technologies are not yet well
ticularly as we move from a text orientation to a multi- understood.

media orientation. Another major inhibitor is the lack of
standards so that in multi-vendor office automation There are many cases where new programming environ-

environments, documents and data can be moved freely ments and associated tools offer such dramati%, improve-
among systems and applications. ment that evaluation is easy. However, many proposalsinvolve tradeoffs which cannot be simply decided on a

3.7 Summary priori and some metrics are needed.

In the future, when the office automation capabilities we 4 3 Productiviy and Quality
now envision are broadly available, new demands will
arise. The professional, well served by text editing, com- An absolutely fundamental question is how productivity

munications and retrieval service, will begin to turn to his relates to quality. Some very preliminary IBM data show

'desk-top world* for help in his specific task-oriented that post-ship quality directly correlates with pre-ship pro- . --

domain. These needs will again raise the challenging ductivity. Since quality and productivity arc perhaps the

problems of language and process development, two basic paranctcrs of most interest to the programming
profession. we need to better understand their

bS



-112- 

interrelationship. What makes software productivity so difficult to analyze is
the extreme number of variables which influence produc-

4.4 Some Strategic Researc.l Dire tions tivity. There are product variables (e.g.. size, complexity);

Many fruitful areas of resarch should be pursued. Since product environment variables (e.g., requirements stability, p
software development is a labor intensive effort, significant interface controls, testing complexity), development pro-
gains can come from: cess variables (e.g.. planning rigor, support tools, computer

support); people variables (e.g.. individual experience and
1 Eliminating, through automation, the non-creative capability, management capability), to name a very few.

tasks of development. Compounding this awesome multivariable problem is the

2 Making creative tasks more efficient, with better disconcerting fact that there is no standard definition of
tools, better methodologies, optimal machine sup- software productivity. Everyone defines it differently, and
port. measures it differently. As a result, the few measurements

which do exist cannot be compared. Even such *simple'
3 Decreasing the non-productive task of error correc- parameters as lines of code. people, months or dollars can

tion in development and maintenance, by providing have extremely wide variations based on what the
tools and methodologies for high-quality develop measurer includes or excludes.
ment.

4.9 Interdisciplinary Approach May Be Beneficial
4 Educating (re-educating) those professionals who Since software productivity is a people problem, it may

have not been exposed to modiern software well benefit from those disciplines which specialize in indi-
engineering practices. vidual and group behaviors: Psychologists, Social Scion-

4.5 Software Productivity is a People Problem tists. Behavioral Scientists, etc. Computer professionals

efundamental problem is to increase the productivity of who are living with the problems of poor productivity may
peple ofwaetalp ems evoncres, stwe ppluctios be too close to the trees to see the forest. Other profes-
people: software systems developers, software applications sionals will bring objectivity, perspective and fresh insights
developers, software maintenance people, etc. A related to the problem.
problem is the productivity of end users, but this involves a
separate set of questions on product usability, common 4.10 Tactical Approach to Software Productivity
t-er ifterf , commoa databases and standard communi- Resarch
cation protocols. which are better addressed by other direc- Pragmatically, this is a field where trying to do too much
tion statements. too soon would be a mistake. More beneficial than a few

4.6 Dimensions of Software Productivity massive research projects would be several modest projects
attacking aspects of the disciplinary and strategic areas

There are several views of software productivity, from mentioned above. This approach would provide the initial
small to large, each deserving of investigation. Produc- foundation upon which subsequent research could build:
tivity of the individual professional is highly variable and
poorly understood. Next is functional productivity of It would be wise to heed Lard Kelvin's advic:
design, development, test, etc. Next is total development 'When you can measure what you are speaking about, and
productivity. i.e.. all the work necessary to produce a pro- express it in numbers, you know something about it; but
duct. Next is total product life-cycle productivity encom- when you cannot measure it, when you cannot express it in 3
passing both development and post-development activities numbers, your knowledge is of a meager and unsatisfac-
of installation, maintenance and update. tory kind.'

4.7 Why Research is Needed on Software Productivity 4.11 Some Basic Questions of Software Productivity

The state-of-the-art of software productivity is primitive. - How is software productivity defined? (Need more
Professionals intuitively believe that there is a wide range than one definition)
of individual and group productivity; that there are key - Major variables which influence software produc-
variables which influence productivity; that productivity tivitv?
has not significantly changed in the last decade; that there
is a critical need to improve productivity; that there is - Quantification of software productivity? (across
potential to achieve this improvement, several dimensions)

However, these beliefs are subjective and difficult to sub- - Software pr.ductivity improvement objective for
stantiate. There is virtually no objective evidence backed 1990?
up by comprehensive data collection, controlled experimen- - Why such variability in individual productivity?
tation. and comparative evaluation. The critically impor- - How best to eliminate non.rativc tasks?
tant field of software producti,'ity needs to be pulled out of
the dark ages of visceral op.n;on into the modern world of - Best tools to assist creative tasks?
objective, scientific evaluation. - Optimal developer/support level?

Research is needed to establish an objective discipline of - Relationship of quality to productivity?
software productivity, because none exists today. This is
unlike most fields of Information Technology, where dis- 5.0 RESEARCH TO SUPPORT THE DESIGN OF

ciplines have been well formulated, and the theoretical LARGE-SCALE SYSTEMS EMPLOYING COMPUT-
foundations well established. ERS

An urgent national need exists for the engineering design
4.8 First Steps in Establishing a Discipline and utilization of large-scale systems which employ
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substantial numbers of computers to perform sophisticated particularly for work in colleges and universites, is charac-
functions. One may conveniently associate three terized by support of work in pure and applied science per-
categories with this need: formed by individual scientists and cngineers, working

alone or in small teams in an academic environment.
The development of computer systems and inter. Work related to the problems cited above which has
connecting networks for use in engineering design. received NSF support has been limited generally to

2 Real-time processes under computer syst=m control advancing scientific knowledge with regard to individual
in an environment such as the totally automated element, of large-scale systems, such as robotics, computer

factory; and vision, and parallel processors. It seems evident that, for
the nation to mount a fruitful program of research in the

3 The real-time iterative interaction between the area of interest utilizing fully the talents of academic -
design proces. of (A) and the plant operation of investigators, a research function beyond what is currently
(B) to achieve feedback for optimization and/or available needs to be supported. This is necessary in view
error correction. Some of the dimensions of the of the anticipated need for an interdisciplinary and interin-
research effort envisioned in this area. as well as an stitutional cooperative effort of substantial size required to
appreciation of its need, can be obtained by some deal successfully with the number of disciplines and the
specific examples of topics which need attack, magnitude of the problems involved.
Manufacturing processes and complte manufac- 6.0 MANPOWER/RESOURCE REQUIREMENTS .
turing plants obviously involve very-large-scale sys- Near the conclusion o its work, the group gave considers-
tems whose design and utilization can be substan- tion to manpower requirements and resource requirements
tially improved by suitable knowledge developed in te to manpoem areas nd reson.
the research area. Automated production of related to the problem areas under discussion.
integrated electronic systems and mechanical sys- The first issue which arose was the cultural shock created
terns, including vehicles, arc familiar examples, by unprecedented rates of technological change. In partic-
Perhaps a less obvious need is use of large-scale ular, this has led to deep shortages of technically com-
computer systems for prediction of environmental patent computer-literate engineers, scientists and
impact of measures taken to manage water managers. Industry needs served to deplete the supply of
resources (floods, water quality, reservoir operation, graduate students continuing on to Ph.D.'s and to careers
and toxic contaminatiorn of ground water) and in academia. This was further aggravated by the poor
environmental quality (noise in urban areas, air state of equipment and facilities in universities relative to
and water pollution). These tasks frequently industry. Some corrective measures are now being taken,
include map digitization, registration, overlaying but there is little confidence that a good solution path has
and coupling simulation and optimization models to been identified. There are a number of issues which need
map databases. Further applications occur in careful attention and innovation:
transportation-systems analysis dealing with ques- * There is a widespread need for retraining of personnel in
tions of the least costly or least hazardous routing all walks of life which are impacted by computers. This is
of cargo, design of transportation networks and a massive task and is necessary both to increase the level
simulation of urban goods movement. Numerous of competence and to prevent demoralization of the work
additional examples from divers fields of national force.Iinterest can also be identified.

i There is a need for continuing education which makes
In dealing with the problem areas of interest, there is need use of available technology to a much greater extent-
for the availability of relevant models, software, and data Teleconferencing, closed-circuit TV courses, video-
expressed in a form aimed at assuring portability. These cassette-based instruction. Plato-like tutoring systems and
are needed in addition to protocols for information the use of adjunct faculty from nearby industry were sug-
exchange among interested users. Other research items of gested;
interest include aspects of software cngineering design and
use permitting reuse or multiple use of sophisticated 0 Special attention should be given to providing good edu-

software packages- the methodologies of model construc- cational software for the personal computers which are

tion from the scale of electronic dvices to automated reaching homes and schools thrugh the conume sait(kat,

plants; the design of databascs having wide applicability; 6 There were several comments about the sad state of our
problems associated with system interfaces problems of elementary and secondary education systems and the
real-time feedback in a complete computer-controlled importance of doing something, but there was no way for
plant, including feedback to the design process; and fault- us to grapple with that issue except to encourage local
tolerant operation, and the human operator-systern inter- attention to it; 9
face in systems with a large number of computers. Each a There was exposed a particular need to provide early
of these items has been investigated already to some warning of oncoming technological zhanges to groups
degree, but not to the extent judged to be necessary to which would be most impacted by them.
meet the need which has been exprossed. For example,
some of the modeling techniques which have evolved to 7.0 INTERFACE INSTITUTIONAL REQUIRE-

support the design of complex computer programs and MENTS
complex computer systems may be applicable to general Consideration was given to what institutions like NSF or
engineering design. It appears. however, that there is at DOD might do to alleviate some of the problems which
least an order of magnitude of greater complexity required have been exposed. given that budgetary limitations will
to create models of manufacturing %ystems, for example. not allow provisions of resources to every group.
The traditional mode of NSF research support. The primary suggestion was to create more sharable

e
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resources, e.g., to establish shared centers for tcstbed for other areas of research, could focus on this coupling
research on automated manufacturing or super computing and result in significant productivity benefits.
reachable by investigators. In the latter case, work can be
accomplished remotely through computer communications. 8.4 Large-Scale Systems

In the former case, national acclerator or radio-astronomy We have concluded that it is very much in the national
centers offer models. It is possible that there could be an interest to develop the knowledge-base necessary to design
impact made in a combination of available infrastructures large-scale systems which take full advantage of the caps-
at the national laboratories and volunteer universities; bilities of modern computer technology. To accomplish
expanded communication networks including satellites; and this objective, provision beyond support for individual
a cadre of people interested in serving computer-aided investigators must be made for:
engineering and computer-aided science by planning and .i
facilitating the sharing of large facilities. The success of I construction, support, and coordination of

the ARPA Network offers a precedent for such suos ful selected large-scale systems used as testbeds

programs. for research and shared by reearchers;

A second suggestion is that NSF put additional resources
into support of research affecting the user-interface to 2 coordination of funding by government and
computer systems, i.e., graphics. help systems, speech the private sector (including grants of
input and output. common languages, etc. Obviously good equipment) in support of this research area;

research in this area serves to positively impact all areas of
use. 3 aiding the achievement of overall research

8.0 SUMMARY PARAGRAPHS objectives b- serving as a catalyst to the
combined elforts of many investigators.

8.1 Office Automation The NSF is an appropriate body to serve as

The substantial advances in integrated elctronik. distri- the lead organization in assuring that these

buted computing and systems understanding have enabled functions arc addressed.

the now explosive growth of office automation. Because of We strongly recommend that a program of research
its great commercial value, the field has been embraced responsive to this need be initiated at the earliest practica-
and is heavily supported by the private sector (with ble date.
aggressive investments by cno panie4 lazge and mnll).
Accordingly. in a time of economic stringency, it is our 8.5 Peer Review and Program Review Processes
view that NSF support should be focused most sharply on In the course of its deliberations, the group noted examples
the vexing, fundamental problems that will remain even of substantial differences in significance and sophistication S
after the basic hardware and software support systems are of research conducted in universities and industry. This is
in place. These problems, some of tie most enduring in not to imply, however, that either one or the other can be
computer science, have to do with the central issues of expected to excel Lonsistently in quality of research results.
language and proem development. We still have few Rather. the significant factor in the difference in results is
effective ways for computer-naive professionials to express the economic forces that drive the effort that can be sup-
their domain-specific needs to the powerful engines sitting ported in certain industrial research programs. Office
ot the desk in front of them. Applications languages and automation, for example. is an area where industry '
development tools remain a major research item. research is currently the dominant force. -

8.2 Pattern Recognition and Image Processing The group concluded from its deliberations that minor
modification in the operating practices of the NSF couldThere is an important need to increase the speed and contribute significantly to the effectiveness of its otal pro-

reduce the cost of hardware used for pattern recognition gram of research support in computer science, computer
and image processing. Research should continue in highly engineering and information science- The change is to
parallel architectures for achieving higher speeds involve representation from appropriate areas of industry 5
Research which will permit systematic and rapid mapping to a substantial degree in peer-review and prograi-review
of architectural alternatives into VHSIC and VLSI cermittees at;.cimIed with thie proiram areas in which
hardware is also needed. Research s'sould also be con-
ducted which addresses the storage and retrieval of huge significant industrial research is being conducted.

numbers of images in back-end databases. More efficient
digital representations and languages for manipulating
them are also needed. Research sh uld also be undertaken
which explores alternatives to digital representation and
processing of images.

8.3 Software P ,oductivily

There i% a great need for software productivity improve-
ment, pervasive to all areas of Information Technology.
There is also great potential for improvement, specifically
from software engineering tools and methodologies. How-
ever. there is a lack of coupling between software
engineering research and the exploitation of that research
in software development environments. Modest research
projects. not requiring massive support resources necessary

i i i ii i i ii i0
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1.0 INTRODUCTION In examining the problems that are currently faced by the

- th t d f robot designer and robot user, it appears that some of the
"intelligent" machines. As such it overlaps many of the most central and most difficult ones are those involving

established disciplines -- control theory, artificial intelli- languages for specifying robot tasks, planning of actions

genc, mechanical engineering, computer science and and motions, and creating geometric models of complex

engineering, manufacturing technology, physics, material objects and environments. These problem ares are those

science, and industrial engineering. Its immediate pros- for which computer science and engineering appear best

pects are bound up with the rapidly growing industrial prepared to make the needed contributions.

efforts to improve productivity by extending and *roboti- Although it can be expected to draw upon many other
cizing' the present techniques of automation, branches of computer science, robotics will have a dif-

For the purposes of this chapter, robots can be defined as ferent flavor from any of them because, in robotics, com-
computer-controlled devices that reproduce human sensory, purer science must go beyond the combinatorial and sym-

manipulative, and self-transport abilities well enough to bolic manipulations that have been its principal concerns
perform useful work. (Of course, robot sensors sometimes until now. To address the problems of robotics, computer
surpass human capabilities in certain applications, and scientists will have to confront the geometric, dynamic,
they may work in very different ways.) Proceeding by and physical realities of three-dimensional space. This
anthropomorphic analogy, the components of these confrontation can be expected to generate a great deal of
machines can be grouped into six main categories: new scicice, and robotics should be as central to the next

few decades of research in computer science as language,
ArmT--robot manipulators compiler, and system-related investigations have been to

Legs--robot vehicles the past two decades. -

Eyes--robot vision systems Robotics is exciting precisely because of the broad mix of
Ears--omputerized speech recognition system'ss computer *ziencc and tradit;onal science that will beinvolved in it. Through it, computer science will learn to
Touch--tactile sensors and artificial 'skins' deal with the modeling of three-dimensional objects, with

Smell--smoke detectors and chemical scnsors of partly physical questions such as the motion of bodies in
other kinds, situations affected by friction and with many engineering

issues. System integration problems of great challenge willThee realo thr, es hma knd ofsesos.Con. be encountered and will tax all the resources of the pro-
mercial robot systems are available in all of these grmn ngae d and sofre engier.

categories, and systems that integrate multiple capabilities gramming language designer and software engineer.

arc beginning to appear on the market. Finally. robotics will involve computer science with expen-
sive and dirty experiments of a type familiar to enginering

In addition. ,here are many kinds of nonrobot systems that and experimental physics groups, but not previously
handle tasks requiring some degree of intelligence, for attempted by computer science departments. Judicious
example, *expert systems" of various kinds. These systems choice of such experiments will challenge computer science -

were discussed in the second Outlook for Science and researchers, and how to approve and pay the bill for these
Technology--The Next Five Years (W.H. Freeman and experiments will be a problem for funding agencies.
Company, 1981. pp 747753,) 2.0 HARDWARE AND SOFTWARE LIMITATIONS

I I I II I I I I I I



OF CURRENT ROBOT SYSTEMS mechanical equipment can move more rapidly than

Both the sensory capabilities of robots and their ability to general-purp3ose robot manipulators, and it is, therefore.

deal with unexpected events are as yet quite limited. For more productive once the high initial cost of setting up an

this reason, robots presently are effective only in highly automated production line has been amortized. On the -
structured environments in which the position and path of other haad, for manufacturing individual items or very

motion of all objects are known fairly precisely at all small batcL-s, manual production often will be less expen-

times. At present, this structural constraint largely con- sire than a robot control program. Thus, the area most

lines robots to industrial rather than more arbitrary favorable to robotics is medium-quantity batch manufac-

environments, and mostly to work with hard materials ture; in other words, the manufacture of items in batches

(metal, wood, hard plastics), rather than with soft, flexible numbering several hundred to several thousand. In this

objects (cloth, vinyl) that are hard to contrdl. It is the connection, it is quite important that robot systems be flex- I

gradual removal of this constraint that. broadly speaking. ible and easy to adapt to new applications. The more the

drives computer science research in robotics. ksides its setup costs associated with typical applications can be

obvious economic significances, this corresponds well with reduced, the smaller will be the size of the least robot

the fundamental trend in all programming activities. manufacturing run that remains economical.

In spite of these limitations, robotics is expanding. This is The notion of flexibility has two aspects:

partly the result of its mastery of such commercially signi- A. Robot mechanisms must be universal, e.g., manipula-
ficant activities as spot welding and sWay painting and an tors have six or more degrees of freedom to permit arbi-
accumulation of technical exp',rtise over the past decade. trary positions/orientations to be attained, even in the
It is also a consequence of the microelectronics revolution presence of fixed obstacles;
which already has reduced the cost of computer control B. The programming system which drives a robot must be
drastically, and which, in years to tome, should produce structured to allow several different classes of users to use
many integrated 'miracle chips,' embodying advanced sen- it as conveniently as possible. The system must aocommo-
sory and end-effeCCor control functions. The combinat: date the requirements of
of electronics, technology, and software science representeo
by robotics can be expected to lead industry into an age of Robot techniques also will be advantageous when larger
electronic factories with drastically diminished manufac- numbers of similar but not identical items need to be
turing labor forces. However, all of this lies some decades manufactured, provided that the variations between items
in the future. Even the use of robots to perform the are not too large to be accommodated comfortably without
majority of industrial operations is decades away. For the very sophisticated computer control. The furniture
near term, the potential applications of robots are exten- mvanufacturing industry illustrates this situation: many
sive, but not unlimited, items of furniture, especially fine furniture, are produced .

3.0 APPLICATIONS ECONOMIC CONSIDERA- in relatively small batches as orders for specific designs are

TIONS received and as shipments of wood with matching grains
come in.

The automated industrial environment is one in which
workpieces, that is, items being manufactured, move along Today's robot manipulators are usually sedentary, stand-

controlled paths through a variety of steps, such as crimp- alone arms with limited precisicn and very little sensory

ing, shaping, welding, melting, cutting, stamping, spraying. capability. Many improvements in these relatively primi.

painting, and assembling. As workpiecms move along an tive devices are possible but. even in their present state, - -

automated manufacturing line, they are placed accurately they support applications with growing economic values.

on pallets or pushed into positions between fixed walls, The most important current industrial applications of robot

pipes, and chutes, as well as rods, plates, cams, and other equipment are handling materials, loading/unloading

moving members. This requires detailed sculpturing of the machines. transport (surrogate conveyor),

geometric environment in which the workpieces move. palletizing/depalletizing/kit packing. processing and fabri-

The specialized fittings and mechanical tooling demanded cation, welding (spot and arc), spray painting, drilling,

by this proces make fixod factory automation very expen. assembly (parts mating), and testing (dimensional, con- J
sive and ill-equipped to cope with changing product lines. tinuity). ]
Robotic technology aims to use a few standardized but Table I describes the ways in which one of the simpler
adaptive mchanisms, of which the robot manipulator is classes of robot devices is ,ssed. This class consists of the
the prototype, to replace these expensive special purpose "playback robots,' which simply repeat a sequence of
fittings. Of course, robot manipulators will continue to use motions through which they have been led. (These simple
many of the tools presently employed in automated robots can be seen in major automobile plants.)
manufacture. 0
4.0 ROBOT MANIPULATORS

Generally speaking, robot manipulators (for example,
industrial screwdrivers) perform with high efficiency spe-
cial motions that grasp or otherwise acquire objects (such
as electromagnets and vacuum lifts) or that apply special
physical processes to workpieces (for example, spray gun,
welding gun, industrial shears, stamping press, drill press.) _0

Fixed automation can be expected to remain more advan-
tageous for high-volume manufacture than programmable
robot equipment. This is because specially designed

_e
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TABLE I maintain no internal model of the objects being manipu-
Breakdown of shipments of Playback robots lated or of the results of the manipulations that they carry

by work process. out. Hence they are unable to generate any error recovery ...
March-Sep1ember, 1979 sequence when a manipulation fails, e.g., when an object is 3

No. of Percentage not found in its expected position. Because of this rigidity,
or r s n. of Pe ae playback robots are only useful in highly structured, hence

Work Process units of value expensive environments.
Spot welding 57.1% 45.1%
Arc welding 18.8 26.0 As background to these figures. it should be noted that
Spray painting 11.3 17.8 manufacturing accounts for roughly 21 pescent. and dur.
Other 12.8 11.1 able goods manufacture for roughly 13 percent, of the

U.S. gross national product. 3
Source: Paul Aron. "Robotics in Japan,' 6.0 LIMITS ON TODAY'S ROBOTS
Paul Aron Reports. No. 22 (July 3. 1980).
Published by Daiwa Securities America. As already noted, currently available robots are quite lim.
Inc., New York. ited both in their sensory capabilities and in their ability to

deal with unforeseen contingencies. A corollary is that, as
5.0 ROBOTS IN TIlE UNITED STATES AND JAPAN items to be processed enter the robot workspace, either

Although France, West Germany, and Sweden all have they must be in their proper order and orientation as a

active robotic research groups and arc introducing robots result of preceding operations, or order must be imposed

rapidly into industrial settings, robot use is most advanced by passing them through parts feeders or chutes of an

in Japan. It is sbering to reflect hat. even though much appropriate geometry. Thus, as these workpieces move in

more than half of all robotics research and development a roboticired factory. either control over their position
before 1975 was performed in the United States, Japan must be maintained, or reorientation operations must be

now leads the United States in applications. Among other performed repeatedly. A central aim of industrial robotic
things, this illustrates the fundamental importance of tech- research is to relax these constraints--that is, to find ways -- -,

nology transfer mechanisms deeply rooted in a nation's of dealing with less and less structured environments. S
educational and economic systems. Table 2 shows how far Accomplishing this will require development of better sen-

behind Japan the United States has fallen in the wider sors and improvement of procedures for analyzing sensor-
user of industrial robxot. generated data, object recognition algorithms,

environment-modeling software, and computerized replan-
TABLE 2 ning techniques. The "bin picking' problem, the problem

Comparison of industrial robots in of locating a part in a disordered bin of parts so that it can
the U.S. and Japan. 1980 be lifted out and given a prespecified orientation, is typical S

(using U.S. definition') of the problems that robot designers face in dealing with
disorder.

Japan U-S.
Production in units 3,200 1.269 7.0 CHARACTERISTICS OF MANIPULATORS
Production in value (5 million) 180 100 Current, general-purpose robot manipulators have one arm
Installed operating units 11.250 4.370 with three to six independently controllable 'joints*

(involving motor, encoder, and controller) plus a gripper*Japan recognizes six classes of robots, that can be opened or closed. Dozens of manufacturers
while the U.S, recognizes four. The U.S. are offering manipulators of this kind. Generally. these
definition covers variable-sequence robots, arms are not mobile, but a few experimental mobile robots
playback robots, numerically controlled have been built. However, today's robot carts are gen-
robots and independent robots. Japan adds erally armless, stand-alone vehicles that follow preset
manual-manipulator and fixed-sequence paths. Typical uses are delivcring office mail or hospital
robots. meals and linen. The six degrees of freedom that are typi-

Source: Paul Aron. "Roboss Revisited' One cal of current robot manipulators suffice to position the 0Year Later, P aul Aron Reports. No. robot's gripper, or a tool or workpicce that it is holding, at

25(July 21, 1981). Published by Daiwa any arbitrary point within the robot's accessible space,

Securities America. Inc.. New York. with an arbitrary rotational orientation. Robots with a
large number of degrees of freedom (e.g., elephant's trunk

Most (nearly 70 percent) of the installed Japanese robot manipulators) have been conceived, but these pose deep
manipulators are of the very rudimentary 'fixed sequence' problems of kinematic and dynamical control, even to the
class in other words, they execute repetitively a sequence extent of making contact with deep mathematical prob-
of motions that is not easily changed. "Playback' robots lcms of 'catastrophe' theory (classification theory of singu-
differ from these in that they can be 'taught' new motions larities of smooth mappings.) Though this subject area
by being led manually through the sequence of points to be raises a wealth of research issues, only one or two papers
traversed. Playback robots constitute roughly 8 percent of have as yet addressed it The gripping hand mounted at
installed Japanese robots, but 16 percent (by dollar value) the end of a manipulator arm is often equipped with a few
of the Japanese robots shipped in 1979- More sophisti- simple sensors. for example, strain gauges that sense con-
cated robots of various kinds constitute roughly 12 percent tact with external bodies and grip forces, or photocells that .
of those shipped in 1979. detect the presence of an object between the gripper

Playback robots are essentially clockwork mechanisms i fingers in some setups. one or more television cameras
are mounted in positions that allow them to observe thewhich cams have beeon replaced by microcode. They robot arm or hand and the objects that the manipulator

.9
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approaches. information derived from salysus of the of the hole. any geometric iiripteCirion will jam the e
images is passed to the program cotrolling the robot. either at the mouth of the hWle or against ,"~e of the walls.
Control is ordinarily exercised by an inexpensive mini- or Thus, as bodies come into contact, robotics leaves the
microcomputer. purely geometric domain and must deal with problems of

The 'reach* of a typical robot manipulator may vary from force-sensing and with hybrid motions guided, in part,
I to as many as 10 feet; the "payload

* that it can lift geometrically, but also by compliance with external fui,.A.
ranges from a few ounces to several thousand pounds. Art important step toward more flexible robot systems

Manipulators vary in price from a few thousand dollars for would be for the control software furnished with manipula-

small, simple, slow-moving arms without sensory capabili- tort to provide 'force-controlled' motion commands; using

ties, intended for light educational usi, to roughly a hun. these, one could, for example, easily cause a manipulator -

dred thousand dollars for fat. sensor-equipped industrial to paint a stripe on the exterior surface of an automobile

systems capable of highly precise mechanical movemunis or apply adhesive to an aircraft wirndow frame. However,

(for example, returning to within 0.01 of an inch of a although techniques for doing this have been investigated

prespecified position.) The working volume of a large theoretically and demonstrated in research laboratories,

industrial manipulator, in other words, the volume of space motion control at this level of soprhistication is not yet

it can reach. may be as large as a cube 10 feet on a side. available as a standard feature of commercial robot equip-

Speeds as high as 5 feet per second are not unusual. ment. -

Although the sophistication of robot control systems can be 8.0 ROBOT PROGRAMMING LANGUAGES

expected to increase rapidly because of the growing availa- If robots are to be applied widel) in industry, they must be
bility of powerful microprocessors, much of the industrial easy to use. Potential users forced to deal with rigid.
robot equipment in use today cannot respond flexibly to hard-to-understand robot control languages will be
changing external situations. Manipulators of the 'play- discouraged from applying the new technology. For this
back' type. which simply store and repeat some specified reason, more powerful and user-friendly robot languages
sequnc= of motions, represent the extrem. Moce flexible are essential.
systems include a mini- or microcomputer for control. In Although we are far from knowing how to describe those
such systems, control programs written in a reasonably built-in operations that would be most desirable for such a
powverful robot programming language are stored in the language, the following discussion of significant operations
computer's memory and determine the manipulator's Shfd h* te SIMM. t,= pr--= zt of tbr-=
sequ " 

- of motions. Special statements in the robot languages and to anticipate some of the things that future
language allow information to be read from sensors and robot languages are likely to provide.
responses conditional on this sensed information to he pro-
grammed. However, even in using a programmable robot. 8.1 Available Languages
it is often convenient to describe both the main outlines of The relatively undeveloped state of robotics is illustrated
the sequence of motions that it is to perform and the key vividly by the fact that current robotic languages support
oints that theae motions are to travere by mtovn thiileytefctta urn ooic agae uprarmnts tho these deinare poiton se, y. mor ths only a handful of the primitive operations that are desir-
arm through these desired positions manually. For this able- (in this context. 'primitive' refers to built-in, effi.
reason, robot manipulators are generally equipped with a ciently implemented operations which can be initiated by a
'teach box' with keys that allow the arm to be moved or single statement of the language.) The primitive facilities
rotated by hand. The robot's control computer then that now exist in at l aast one comTrcially available robot

acquires the manually guided motions and integrates them tanoa eistgin te onomi a i e
wi.h a more comprehensive program that also involves the language are roughly the following.
use of sensors and sophisticated conditional responses. I Manipulator motions can be described and con-

As long as a manipulato. arm can be moved through free trolled in XYZ axes fixed in space, or in frames
space up to the precise point at which it will make contact defined relative to an object grasped hy the mani-
with an external body, determination of the manner in pulator. Motions passing through a known
which it is to move is relatively straightforward. Although sequence of riositionslorientations, with known S
challenging problems of dynamic control do arise when the speed, can be specified. typically by commands
manipulator is to be moved rapidly, especially it it is haMvNir the lurii.
simultaneously grasping an object of appreciable mass or if MOVE ARM THRU POINTS PI . Pn AT SPEED S.
it must operate in a moving coordinate frame, generally,
control of unimpeded motions is not difficult. However, it 2 Motions can be controlled and manipulator posi-
is impossible to maintain absolutely precise information tions determined quite precisely. The manipulator
concerning the position of a manipulator and its work- can be put into a manually guided mode and
pieces at all times, if only because manipulator arms them. moved to any desired position. This position can
selves will deform slightly as they move, or become worn then be measured b) the controlling computer.
or slightly ill-adjusted. Therefore, one neds to Jeal with stored, and the manipulator returned to automatic
the pheromena that arise when an object firmly gripped mode (As alread) noted, this 'teach' mode or
by a manipulator comes into contact with an object fixed "guide-through-the-motions* approach program-
in some other coordinate frame. Here, purely geometric ming ordinary robot applications-)
control becomes infeasible since, if it touches an object, a 0
manipulator moving along a rigidly prescribed path will 3 Several geometric and symbolic computations (for

break either the object or itself. Consider the problem of example. transportation of geometric data from one

insertiag a peg into a hole; if the motion of the peg is per- Catsian frame to another, and generation of code

fectly independent of the forces exerted on it by the walls from manually tughr motions) are supported by
the more advanced commercial rubotics languages.

_L
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Using thes facilities, one can, for e.ample. teach a leaving it to the robot to figure out the path necessry to
robot the position of variouw points on an automo- avoid bumping into any obstacle.
bile body by guiding the manipulator manually to
these points. and then easily cause the robot to 2 Motion control statements specifying specialized

move to tese %tme body points. even if the body- wobbling' or *twisting' motions useful for over-

moving down an assembly line, is pcesented to the coming friction. For example:

manipulator i a difTereit angle. A typkl en n- PUSH PEG-I I INCH FORWARD WHILE TWIST-
mand reflecting this general capability might have ING
as its form :

MOVE ARM 3 INCHES FORWARD IN FRAME OF Stateir for managing forcc-control d motions
TOOL. 3 E Aduring wntch ,ome of a manipulator's geometric

coordinates move along specified paths at specified
4 Tactile and visually sensed eyetsm can be delted, rate. while other degrees of freedom adjust to the

These can be used either to trigger interrupt rou- environment via tensed forces. Such statements

tincs or to terminate motions. Uscr-defined events might specify motion in contact with surfaces.

generated by nonstandard sensors are provided for edges. eams, and so on An eximple would be:

also; for example, a signal from ose or more photo- SLIDE FINGER ALONG SEAM MAINTAINING I
cells mounted near a maniplator can halt r POUND VERTICAL FORCE.
redirect the manipulator's activity immediately (as

safety conceirs might require.) A typical corn- 4 Statements for guiding a self-locomating robot.

mand used for this purpose might read: WHEN- 5 Statement sssifing in grip management, i.e., in
EVER SWITCH-PCLOSED IS DETECTED, determining the minimum gripping force that aust
EXECUTE SAFETY PROCEDURE. be exerted in order to prevent a body or a given

S Parallel processes (capable of controlling the weight, gripped at kjiown points. from sipping.

activity of mu!tiple arms or other effectuators) can Also necessary is some way of automatically caus 6
be defined, activated, suspended, synchronized. etc. ing the grip on an object to tighten when the object

begins to slip.
6 Sonie image-analysis software is available. This is

bcgrimn.g to be ni t" ted wh i sitr arol 6 Statements for managing a deformable or multi-
softwarc, facilitating the construction of combined fingered band that is to grasp an objct "geometri.
hand-eye systems. cally' rather than by friction, enabling it to "sur-

round* the body so that it cannot fall or otherwise
The last item binp US to the forefront of rbot technology- escape without passing through part of the hand.
now available commercially. An example might be:

9.2 Desirable Exrensioer to Robot Programming GRASP PASSING MIDDLE FINGER UNDER ROD.
Lanrguage 7 Control of groups of robots. Future automated fac-

Traditionally. computers deal with data objects which are tories will involve, not single isolated robots, but
either numbers (real or integer) or data structures such as large cooperating groups of robots, associated with
arrays, lists, or tre. Robot programming languiages will fixed automation devices and numerically con- 0
have to deal with a wider variety of entities, whose proper- trolled machine tools of a mwe traditional sort.
tics reflect much more of the geometry and physics of real Management of such systems raises very challeng-
world objects. It remains to uncover helpful sets of opera- ing problems of systems integration and algorithm
tions on these objects, and any helpful 'algebra' of such design. If, for example, collisions are to be
objects that may exist. prevented, fast algorithms capable of analyzing the

The addition of new statements to robot programming position of large numbers of moving bodies and

languages can be expected to reflect advances in robotic determining whether or not an) two of them over-
technology rather faithfully. The following are some of lap. If rapid motions arc to be allo*ed, one may

the additionai ntiul L uArggc faci!ii". that w.!d t require noe Sophisticated algorithms which can

most desirable: very rapidly determine minimum distances between
multiple moving bodies. compare them to their

I Statements that cause a manipulator arm to move motion speeds. and determine whether to stop
between specified positions while automatically before collision remains postible These two ques-
avoiding certain obstacles or undesirable arm confi- tions typify the man) challenging problem-s in com-
gurations. For arms with more than the standard putational geometry ,hich studies of robotics are
six degrees of freedom, this may involve the capa- bound to suggest. Moreover, even when algorithms
city to 'reach around' objects in a manner impossi- of this type are available, their integration into
ble for a standard arm. A robot control language riiajor Software s)stems able to control arbitrary

designed for these purposes also should be capable numbers of arms, with associated visual and tactile
of dealing correctly with situtions in which the sensors, robot carts, machine tools, etc.. raises stu-
arm is gripping Sonic objet that will move with the pendous software-building problems, which will
arm For example, one would like to be able to use have to Ic addressed both hy design of much _
a command like: improved languages. and by major experimehts.

MOVE TOOL. FROM FRONT-OF-BOX TO SACK- Statements for coordinating the frames of general
OF-BOX objects monvin relative to each other, including

e0



-121 -

objects whose position can be sensed but not illumination schemes, which exploit readily available telev-
affected by a robot's control computer. These ision monitors to form digitized scene images, are the most
would include statements for simultaneously moni- common. The capabilities of such a vision system will, of
toring the state of maly sensors, for coordinating course, be constrained by the quality of the images with
the activity of multiple robots, and for assuring which it works and the rate at which basic image-
that, when multiple robots enter each other's processing operations can be applied. The spatial resolu-
immediate vicinity, collisions are avoided. An tion of the solid-state video sensors used in uniform-
example might be: illumination robot vision systems of this kind is increasing

MOVE HAND-I TOWARD FRONT-EDGE-OF-BALL. rapidly. Inexpensive devices for acquiring tw-dimensional
APPROACHING AT RATE I FOOT-PER-SECOND arrays of 256 x 256 pixels (elementary "dots' in a picture)

in less than one millisecond, and arrays of 512 x 512 pixels
when the "ball" in question is being held by another robot or finer at video rates, are available commercially, as are
hand. somewhat more expensive devices for acquiring images

with up to 2,000 x 1.000 pixels.
9 Statements for dynamic control of a manipulator,

e.g., for causing a manipulator to strike a cali- Because of the human inability to detect video display
brated blow. flicker above 60 Hertz. most video systems are designed to

process a single image in about 25 milliseconds. High-
10 Statements for managing the activity of a small performance "video stream processors" are designed to per-

robot attached to or held by a large robot, form single and binary frame operations at that same rate.

II Facilities for modeling relations of attachment and Structured-light vision schemes iliuminate a scene by one
of gravitational support. or more narrow planes of light. each of which lights up

some narrow, broken cure. C, on the bodies that make up
12 To the above specific comments, it is worth adding the scene (see Figure I). Since the plane of illumination

the general observation that to facilitate interactive is controlled, and since a line of sight drawn in a known
debugging it may be advantageous for robot direction from the viewing camera will intersect this plane
languages to be partly interpreted rather than fully at just one point, the position in threc-d,.nenional space of
compiled. (However, run-time efficiency makes each point on the curve C can be calculated.
partial compilation desirahle.) Many influences By sweeping the illuminated plane at a controlled rate over
-111 tend to make robot program dcbu;.ging pzrllc-

ularly difficult. The dangei of' physical damagr a scene, onu can determine the full three-dimensional loca-

wl.en executing undebugged programs is one of tion of each body -surfac in the scene. Even though mcas-

these, another is the fact that state restoration for urement imprecisions, unwanted specular reflections, and

systematic exercise of multiple branching paths problems of ,inera calibration all complicate thesystmatc cxrcio o muligl brnchig pths mathematical simplicity of this scheme, the structured-
through such programs rais-. cvmplex Issues.

light approach. which is currently used in a few industrial

locations and is being refined by researchers at Stanfordmay contribute substantially to the performance of Rcsatcv, nsitue, heNational Bureau of Standards, and
robot programs. this issue has not yet begun to be .sacIntueheNiolBraufSnddad

elsewhere, seems promising.examined by industrial or academic organizations.
One an image (either a two-dimensional image or the
kind of trec-dimensional image of a surface tht a 0

A variety of attached sensor devices enables robots to st ructared-light scheme is capable of producing) has been
respond to their environment. These include ultrasonic acquired, one needs to use iT to locate and recognize the
range sensors, tactile sensors of various kinds, and visual bodies present in the acquired scene. The complexity of
sensGrs. The following discussion will concentrate on this 'scene analysis' depends on the assumptions one can
visual sensors, which are particularly important because of make concerning the scene to be analyzed. If the scene is
the high speed and nonintrusive nature of vision. How- known to contain only one object and if the object is bing
ever. tactile sensing can be more important than vision in viewed from one of a known finite number o; positions.
some applications, for example. in the assembly of tightly relatively simple processing will locate and identify the
itiig. Th elastic and fictivfal forces bud . The technique typicaiiy used to handle simple casts

critical in such applications vary so rapidly with changes in is to divide the digitized picture into separate "blobs* (each
rclati ¢ pert position that little understanding or what is defined as a connected region of some characteristic thres-
happening hen a part jams during assembly can be hold intensity) and to xcract global features of th:se
gained by visual inspection. Instead, one needs to use blobs, for example., their area. ceniroid, principal axes,
strain gauges or other tactile elements to measure and and number and size of coritained *holes * n the sinar.lest
respond directly to the forces that develop during assem- cases, this information, which can be extra,.ed using rela-
bly. This explains the importance of such devices as the tively easy bit-parallel irithmetic and Boolean operations,
Draper Laborator,' Remote Center Compliance suffices to distir.gu'sh bodies and determine the angle from
(describe(' below) and the strain-gauge instrumented ver- which the) at 5 :ing viewed.
sion of it now being developed.

9.1 Structure and Characteristics oJ a Vision System

Image acquisition is, of course, a necessary prerequisite to
all else Two apprcac.es are used currently. These are
uniform illun ination (like that most comfortable for the
human viewer) and 'structured light.' At present, uniform
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Figure 1. Structur.d-light approach to imaging.

In less simnpie cases. and especially if some of the bodies present in a scene. This wvill encoi~rage the development of
being viewed are partly obscured by other bodies in the dtasc. comrplex. special purpose integrated circruit (VLSI)
same scene, more difficult analyses, which research has chips.. which could then perform tht required er.tical sens-
not yet fully reduced to practice, must be attempted. ing operations and geometric computations very rapidly.
Basically, one tries to extract local body features (such as Methods are needed for high-level. hierarchical modeling
a peron's nose seen in profile) by which an object can be of three-dimensiona shape. The methods should permit
identified even when most of it is jiot .'isible. A typical describing an object in progressively finer detail, as needed
first step is to find such characteristic features as 'dgcs to identify it and distinguish it from other objects. The
and 'corners'; edges are defined as curves a!ong which recently developed octree method, in which an object is
intensity changes rapidly, and corners as points at which modeled by iteratively subdividing a cube and 'discarding'
the direction of an edge changes rapidly or at which at each level those subcubes that are either wholly inside
several edges meet. Unambiguous detection of these or wholly outside the object. is a step in this direction.
image features in the presence of digital noise, breaks in However, there is a need for such modeling schemes that
perceived edges. and shadows and random bright spo.s is utilize iteratively natural shape features, such as describ-
not easy, but some zu,zta h"s been attained by applying ing a coffee cup as a thin-walled ,:)inder, closed at one
appropriate differencing and other pictureC-enhancement end, with a ratio of length to diameter of about 3:2, and
operations across the individual pixels of an image. then in hierarchical fashion proceeding to progressively

Although some of these methods have had partial success, finer shape features. Such a scheme would make it possi-
it must be admitted that current computer vision software ble to identify a new type of coffee cup, as well as to
is of limited reliability and quite expensive computation- describe those features by which it differs from a cup of
ally. Much faster and more stable picture-processing algo- another type.
rithms and devices are needed. Techniques for the identif- It appears Ikely that a computer vision system cannot be
ication of partially obscured bodies are particularly irnpor- effective in a general environment unless it has both global
tarn. In order to deal with moving bodies (for example, to and local vision. That is, it must be able to perceive the
sense their rate of motion), higher piciu-e-processing whole soene as well as any desired subsection of it. This
speeds are needed. Vision systems that can be repro- 'local' image may be obtained by zooming in on a portion
grammed easily for a wide rage of applications are also of the icenc or using a scpara.e camera mounted on the
desirable but, at present, it is not clear how they can be manipulator arm. In such a dual-vision system it becomes
created. It is hoped that understanding can be reached inform,tion extracted from the local image to that
concern-ig the algorithms most appropriate for detecting obtained from the global image. Very ittle research has
image features and how to use them to identify objects

i I I I i -I . . . I - I 1 I I I l I - I I



-123 -

thus far been done in such integrated multi-image vision mechanical engineering. It is also a matter of combining a
systems. (The integration of tactile information into such more sophisticated understanding of the elastic reactions of
a vision system should also be considered.) rapidly moving manipulator members with the computer

control techniques to compensate for the mechanical and
9.2 Applications of Computerized Imag* Analysis sensory inaccuracies of high speeds and accelerations and

9.2.1 Current Applications to suppress unwanted oscillations. The solution will
require improved force sensing and more sophisticated ser-

Although the capabilities of robot vision systems still fall vocodes.
far short of the subtle feats of location and identification (2) The improvement of optical. tactile. and other robot
that the human eye performs so effortlessly, these systems
now suffice for a variety of important uses. A typical sensi s a p important rol dete

application is the identification of well-spaced parts mov- sensing plays a particularly important role in dexterouse
ing along a conveyor belt; after being located, the parts manual assembly. The subtlety of the human, tactile sense

is far from being matched by the relatively crude sensors
can be grasped and placed in a standard orientation.cansbetgraspedmandlaced ina istandardhrienlation currently available with robot manipulators. It seems clear
Inspection of manufactured parts is another application
growing in economic importance: here, the two- that greatly improved sensors will be required if complex

assemblies, especially of fragile and deformable parts, aredimensional image of an object of moderate comp 'exity,
for example, a metal casting. is examined to make sure to be attempted, if robots are to work extensively with soft

that all of its expected subfeatures, and no others, are or plastic materials such as wires, cloth, or vinyl, and if
present. In another recent application, visual sensing is more sophisticated methods of graeping are to be

used to find seams to be traversed by a robot arc welder; developed. Important work under way on tactile sensors
three-dimensional (structured-light) vision might be partic- should yield considerably improved sensors within a few
ularly appropriate in this application. years. These sensors will be able to detect not merely that

a rotot's finger is touching something but, also, the precise
9.2.2 Future Applications parts of the finger at which contact occurs; in addition,
The objct-inspection techniques mentioned in the rece- they will be capable of delivering at least a crude *tactileimage* of the surface touched. (To see how important thising paragraph have been apidt npcino alsiappled o inpecionof fult in is, note carefully what you do when turning a page in a
integatd circuits te gated ciruitdasks and book, especially with your eyes closed. A delicate tactile

sensation of the manner in which the edge of the page
vision systems are too slow to be cost effective in dealing being turned rests against the operative finger is necessary
with images of this comsplexity. Falling computation costs in order to slip the finger under the edge of the page at
and the development of special chips to perform basic just the right time to accomplish turning.)
image-processing operations at extreme speeds can be
expecad to remove this limitation and thus to expand the It is also important to develop improved proximity sensors
range of objects that can be inspected economically by capable of giving advance warning of impending collisions.
robot equipment. Without adequate proximity sensors, one will never be wil-

ling to set robot arms into rapid motion in an environment
Still more sob istics ed image-processing will be required that is to any degree unpredictable. It is plain that the
befoe robots can move amid th clutter of the ordinary development of better proximity sensors can ontribute
industrial environment. Initial experiments, such as those deelpnt o te proiity ss s an ocodceda heSafodAtiiil neliec Lbr- substantially to the productivity of robot systems and also ,
condncted at the Stanford Artificial Intelligence Labra- to their flexibility. In this domain, there is a curioustory, make the problem of unraveling views of ordinary, absence of deep analysis of the acoustic signal returned
uniformly illuminated scenes appear quite challenging. from a sonic wave impinging on a complex scene. Roboti-
Here, however, we can hope that three-dimensional vision cists have t.,kcn a superficial view of this problem, exa-
methods will be superior; at any rate, the range of irfor- Imarin gnerted y shems ofthi kid shuldmak it mi iing a returned wave for time of first arrival only, and
mation generated by schemes of this kind should make it
easier to locate and avoid obstacles. Deeper scene analysis neglecting its deeper structure.

methods will be required for still more sophisticated arpli- Better tactile and other sensors will, in turn, call for more
cations of vision; for example, locating and grasping sophisticated software to manage them, a consideration .
objects partly hidden in the clutter of a standard industrial that emphasizes the significance of improved programming
tote bin. or identifying trash can% standing near bushes and thniqueS ad higher pcfPrsizdn Wnoputc5 to the Sewm-
behind trees on a suburban lawn. oral progress of robotics.

10.0 OTHER RESEARCH PROBLEMS (3) Force-controlled motion primitives. The motion con-
robotics research seems certain to touch upon a trol primitives supplied with today's robot systems are

Although road rearchngm s an stouc dis- purely geometric in character, but cannot, as they stand,
particularly bro d range of technologies and scientific dis- be used to cause a robot arm to move smoothly while it
ciplines, some understanding of the areas likely to be signi- maintains contact with a curved surface of unknownficant over the next decades can be gained by surveying shape. This ability is essential for the smooth and logi-

the near-term requirements of industrial robotics. These cape. fei adatatio ofanil ator to an envi-

include: cally flexible adaptation of a manipulator to an environ-
ment in which the whole geometry is not known in precise

(1) Faster robots and increased robot acceleraticas. The dctail.
productivity of robot equipment depends upon the speed Force-controlled motions are essential in manual assebly
with which it moves. For this reason, the seemingly pedes- lorkers c ution in man o l whe atra rbe o nraig h ae f uinad blind workers can function in many factory roles where a-
trian problem of increasing the rates of motion and worker with anesthetiaed hands might be useless. The
acceleration of robot manipulators is of particular demonstrated advantages of devices like the Draper
economic importance. This is partly a problem in Laboratory's Remote Ccnttr Compliance, referred to

_S
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earlier, illustrate this. As anyone who has struggled to involving interactions between multiple objects.
close a tightly fitting desk drawer knows, a long object Knowledge of the computational complexity of these prob-
being pushed into a closely fitting cavity can jam easily. lems can serve as a useful guide to the practitioner. It
Using geometric analysis, it is easy to sue that the ten- also suggests that no single unified approach may be able
dency to jam is greatly reduced if the object is pulled into to handle all of these problems, so that a large amount of
the cavity rather than pushed. Of course, this is normally practical detailed work and the integration of varied
impossible: one could hardly crawl into a desk to pull a approaches will be require.
drawer in from its reverse side. However, the simple but (6) Robot locomotion. Robots with legs (or wheels, or
ingenious arrangement of hinges used in the remote center half-tracks), which are able to move through their working
compliance results in exerting exactly the pattern of forces environment, are desirable for a variety of applications.
that normally would have to be exerted by pulling the One interesting case might be a "brachiating' robot that
body from its other side. The wide industrial interest in clambers, monkey-fashion, over the surface of a spacecraft
this device points clearly to the importance of proper force (or submarine vessel) to make repairs, or over a space sta-
control for robot manipulations. Research and develop- tion it is building.
ment efforts that build on the success of the remote center
compliance and its underlying theory are therefore likely. Current applications of self-moving robots are largely rudi-

Ultimately, they should make force-controlled motion mentary, and the few interesting robots of this type that

primitives available in the commonly used robot program- have been built exist only in research laboratories, where

A ming languages. they have been used to investigate some of the many prob-
lems connected with robot locomotion. One of these is

(4) Geometric modeling. Geometric modeling refers to avoiding obstacles and finding paths in an environment not
the use of a computer to build models of three-dimensional known ahead of time: aside from its planning aspects, this
bodies and the constraints on their relationships. Thee is basically a problem in visual analysis and range-sensing.
then can be combined into a comprehensive environment
model within which various kinds of kinematic and physi- The problem of legged locomotion has been studied by

cal analyses become possible. These "computer-aided groups in the Soviet Union and the United States. The

design' models are used fairly widely by designers to pro- most active U.S. group is that at Ohio State University,

duce graphic images of an object being built, to generate where researchers have constructed a moving 'hexapod,'

engineering prints, and, in particularly advanced systems, over which experimental control is exercised by a simple

to build control programs for the numerically controlled "joystick" used to elicit forward, sideways, or turning

machine tools which produce the object that a designer has locomotion. As of 1982, the Ohio State work has reached

conceived, the point _t which the hexapod can stride successfully over
a flat floor at a speed of 20 feet per minute: work on sen-The demands of robotic applications can be expected to sory adaptation to an irregular terrain is beginning. ;..

force systems of this type to considerably higher levels of

sophistication. For example, graphic systems may play an A group at Carnegie-Mellon University has begun study-

essential role in debugging robot control programs. Espe- ing the more complex problem of dynamic stabilization of

cially if multiple arms and complex synchronized motions statically unstable walking robots. As these basic

arc involved, attempting to debug control programs by kinematic/dynamic studies achieve success, robot *leg" sys-

actually setting expensive machinery into motion may sim- terns will become available. The 'legs' will be controlled

ply be too dangerous because of the possibility of collision, relatively simply, for example, by geometrically specifying

It would certainly be preferable to construct a purely some desired path over terrain, and also by defining the
graphic world in which one could view the motions that a manner in which the robot is to adapt to terrain irregulari-

control program would trigger. However, generating com- ties. the way in which propriocptive 'balance" s;gnals

puter motion pictures of complex curved bodies in the indicating incipient falls are to be handled, and so on.
volume required for this type of debugging will require Like all other primitive robot capabilities, this should

geometric procedures of an efficiency and sophistication result in the addition of appropriate new statements to the

considerably beyond what is possible today. languages used to program higher level robot activities.

Modeling the motion of bodies in contact, as influenced by The program controlling a seif-moving robot will have to 0
their geometry, elasticity, and mutual friction, is a related keep traik of thc robot's constantly changing Position and
but even more challenging problem. Ultrafast computers use this information to handle references to objects fixed in

may be required. the robot's environment- Although known geometric tech-
niques can be used. no commercially available robot pro-

A key problem in robot modeling, but one for which no gramming system offers this feature.
results whatever have yet been obtained, is how to update
an internally maintained geometric world model when an (7) Improved robt prograr,,ming techniques. A consider.

unexpected collision occr-s during the execution of a able body of literature on industrial assembly gives

planned path. detailed directions for producing a great many common
m.nufactured items. Some way of automatically translat-

(5) Computation complexity of robotic calculations. ing these manuals into robot assembly programs would be
Pragmatic control and sensing problems currently being ideal but, unfortunately, this objective far exceeds the
encountered in robotics are complex and require much capability of today's robotics programming languages. For
further work. Many wil! undoubtedly be solved. On the anything cose to the language of standaid industrial
other hand many of the complexities arising in the plan- assembly manuals to be accepted as robot control input.
ning of motion are provably intractible, and hence one much more sophisticated languages will be required. The
must carefully distinguish between tasks that are possible compilers of such languages will have to incorporate
and those that are impossible. This may be particularly knowledge of the part/subpart structure of partially
important in problems in three-dimensional motion
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assembled objects, as well as routines capable of planning technical problems that would have to be faced in order
the way in which objects can be grasped, moved without for household robots to become feasible. In a sufficiently
collision through a cluttered environment, and inserted into advanced technology, one might hope to apply robots to
a constrained position within a larger assembly. ordinary household tasks: cleaning, returning items to their

This level of programming sophistication only becomes storage positions, unpacking groceries. vacuuming, dusting.

feasible if a robot system can maintain either a detailed folding laundry, making beds, and so on.
model of the environment with which it is dealing, and Major technological advances will be required before
keep this model up to date through a complex sequence of robots can perform familiar tasks. The household environ-
manipulations, or if the robot can acquire and refresh such ment is much more varied than the industrial environment,
a model through visual and tactile analyses of its environ- and it is not nearly as controllable. Rather than being
ment. Although no robotic language with this degree of able to deal with a very limited number of workpices
sophistication has been produced, such languages have whose geometries are known in detail, a household robot
been projected, for example, in the work on AUTOPASS would have to handle objects of many shapes and sizes. In
at IBM. and its Stanford University, Massachusetts Insti- a household environment, these details would changc from
tute of Technology (MIT). and University of Edinburgh day to day. Thus, for the household use of robots to
relatives, AL, LAMA, and RAPT. become practical. the level of robot command languages

It should be noted that the implementaion of such sophisti- and sensing will have to be raised far beyond the require-

rated languages will require the solution of many complex ments of industrial robotics. Such a robot would have to

mathematical and geometric problems. A basic one is that be able to handle natural language inputs, implying a con-

of planning collision-free motions of three-dimensional siderable understanding of the household environment,

bodies through obstacle-filled environments. This problem, greatly improved visual recognition capabilities, and the

studied by researchers at the California Institute of Tech- ability to move easily and safely amid clutter.
nology, IBM, MIT, New York University, and elsewhere, (2) Other Future Applications
has been brought to a preliminary stage of solution but, Although general-purpose household robots appear infeasi-
from the practical point of view, the work merely reveals ble at present, it might be possible to design robots to per- ,0
the complexity of the computations that motion planning form a broad spectrum of other social "housekeeping'
involves and the importance of seeking much more effi- tasks. For example, robot sweepers for large public
cient motion-planning schemes. spaces, such as streets, sports stadium, railroad stations.

Work reported by MIT and other laboratories also sug- airports, etc., are probably within the reach of current
gests possibilities for more advanced software that plans technology. Robot lawnmowers, with programmed aware-
robot activity. Working within a simulated world of ness of the boundaries of a grassy area, also seem feasible.
blocks, MIT researchers constructed a program that could A related possibility is computer-controlled agricultural .
combine geometric knowledge of the collection of blocks equipment for automatic plowing, cultivation, and reaping.
given it with an understanding of the desired final assem- Greater mastery of geography and geometry, based on
bly to produce a fully sequenced assembly plan. This more sophisticated sensing and locomotion, might permit

demonstration program was even capable of using some of robot mail. package delivery services, and trash collection.
the blocks available to it to construct fixtures useful in the Greatly improved visual and other sensors, together with
assemty of the remaining blocks, much more highly developed robot programming tech-

(8) In-depth studies of important current application. niques. might make robot automobile maintenance, and
Spot welding by robots has become routine, and attention even some degree of repair, possible. Significantly
is turning now to the more complex physical problems improved tactile and visual sensing procedures, together
associated with continous arc welding, where proper con- with additional theoretical understanding of the behavior
trol of welder robots requires some understanding of the of such soft materials as cloth, might allow the develop-
thermodynamics of the liquid-solid arc pool. Ways of ment of robot tailors, which could use an appropriate
developing specialized robots to work in environments vision algorithm to sense the contours of a client's body
hazardous or otherwise inaccessible to humans, such as and, from this, produce a suit of clothes.
high-purity clean rooms, deep-sea environments, nuclear By feeding control signals taken from a human activity
reactors, and space, also require detailed study and will into a robot control program, it should be possible to
sometimes raise very complex dynamic and other prob- develop various semirobot prostheses, for example, sophis-
lems. Improving robot tactile sensors and motion control ticated gripper, for the armless.
software to the point at which robots could work success-
fully with soft industrial materials, for example, leather, 12.0 TRAINING A GENERATION OF ROBOTICISTS

foam rubber and/or vinyl furniture coverings, is of obvious We expect the requirements of robotics to make a signifi-
economic importance to such industries as furniture and cant reorganization of the present computer science curri-
shoe manufacture. culum necessary, since robotics research will need to make

11.0 FUTURE APPLICATIONS use of a much wider range of classical mathematics and
physics than it has been involved with until now. This

(1) The Household Robot includes computational algebra, computational geometry,

Even the relatively simple problems of industrial robotics servomechanism theory, mechanics, theories of elasticity
are quite challenging, and we are far indeed from being and frictior, materials, science, and manufacturing tech.
able to create useful, general-purpose household robots. nology. Mathematics. physics, and engineering depart-
Nevertheless, this intriguing and often-discussed possibility menis will be in closer contact with computer science than
is worth examining--not because such applications are ever before. The complexity and high content of classical
urgent, but simply to form some impression of the science may make robotics into a recognized professional
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subspecialty within computer science, grants may therefore have to be in the $200,000 per year

Development of the field of robotics will require increased range. To overcome the obvious difficulties of equipment

numbers of researchers. Their education will of necessity dissemination in this area, various alternatives and options
cross traditional lines between computer science, mechani- exist which might make it possible for a facility to acquire
cal engineering, control theory and material science but direct experience with input equipment. Interdisciplinary

the central area is undoubtedly computer science oriented. settings should be strongly emphasized. Other possibilities

For universities to develop programs to adequately educate are organized summer programs at institutions such as

these researchers will require two things. First, what is CMU or the National Bureau oi" Standards, which possess

needed is a conceptualization of knowledge that comes major facilities. More systematic organization of indus-

from ..bstracting and studying precisely stated problems trial equipment grants may also be desirable. Organiza-

capturing the essence of complex engineering tasks. tion of regional consortia for sharing of experimental

Second, research facilities are needed to experiment and equipment is another possibility. Government funding •

uncover underlying problems that would be overlooked in agencies are encouraged to consider this area carefully.

purely theoretical studies. Many of the interesting prob- 13.0 THE SOCIAL IMPACT OF ROBOTS
lems in robotics arise only in trying ideas in practice and To the extent that hazardous, repetitive, and menial tasks
realizing that what was thought to be trivial aspects of a are taken over by robots, and to the extent that robots con-
task involve fundamental research. tribute to U.S. productivity and international economic

12.1 Applications Oriented Education. competitiveness. we can take satisfaction in this technol-
ogy; it simply continues (though significantly generaliz-

There is also a requirement, arising from the need to ing) the trend to increased automation that has character-
deploy robots rapidly to American industry, to generate a ized the Americai economy for the past hundred years.
course in the application of robots. The body of On the other hand. some cautionary reflections are sug-
knowledge required to design and manage assemblies and gested. The gradual unfolding of the enormous potential
other robot manufacturing applications is very wide. but of artificial intelligence can be expected to affect pro-
does not necessarily reach very deep into the many foundly the fuidamental circumstances of human
domains with which it makes contact. For example, a suc- existence. Today's robotic developments exemplify this.
cessful assembly application may require a rudimentary Although it would be wrong to forget that much challeng-
knowledge of material strength, of jigs and fixtures, of the ing technology must still be put in place before robots can
functional phenomena of close-tolerance assembly, a reach their ful potential it is ncvertheles true that, as
knowledge of time and motion analysis techniques as they robotic science develops, it will progressively reduce the
apply both to human and to robot assembly, etc. A labor used in industrial production, ultimately to some-
knowledge of effective precedence in assembly strategies is thing rather close to zero. If society can respond appropri- -

also useful. Some of this information is beginning to be ately to this deep change, we may profit in the manner
captured in a body of experimental subroutines which have foretold by Aristotle: 'When the Loom spins by itself, and
evolved in connection with common assembly tasks such as the Lyre plays by itself, man's slavery will be at an end.*
putting pegs into holes; this knowledge needs to be put on If, on the other hand, we fail to adjust adequately, for
public record and disseminated. example. if the growth in service industries that has

',ccordingly, the definition of an initial course in assembly characterized recent U.S. economic history proves insuffi-
techniques could be a useful output of an NSF-sponsored cient to absorb all of those persons likely to be forced out
activity. Collection of a systematic videotape library show. of industry by the development and installation of robot 5
ing various important automatic machines and devices, equipment. grave social tensions may develop. Assessing
processes, human and automatic manufacturing opera- these difficulties and dealing wisely with them will be
tions. etc. would give useful support to such a course. important tasks for both social thinkers and national
These tapes could convey very useful information, provide leaders.
motivation, and define a standard against which the appli. 14.0 OUTLOOK
cations engineer could test his own expertise. Although the sensory and manipulative capabilities of

Vocational training in what maintenance will have to be industrial robots and their ability to handle unexpected 0
handled by a wide range of educational establishments. evt arr still quite limited, robot technology is
supported by industry and state/local government, as is strengthening and expanding rapidly. Initial commercial
normal in other technological areas. success has been achieved through robot mastery of such

12.2 Facilities. commercially important operations as spot welding and
spray painting. The microelectronic revolution can also be

The initial costs for a research group entering robotics are expected to accelerate the development of robotics by sup-
substantially higher than those needed to enter other areas plying many "miracle chips' embodying advanced sensory
of computer science and engineering. The equipment and control functions.
needed is more specific to individual projects and to indivi- While all robots will only come to perform the majority of
dual researchers, as opposed to expensive general comput- iletal rtion ly hei pote mar-terming facilities, Furthermore, robot equipment requires industrial operations gradually, their potential near-term
ingfaciclties.teranduppmore, robotaequipen r ire uses are extensive. The area most favorable for robotmechanical maintenance and support. As more and more application at the n~mcnt is the manufacture of items in
universities enter the field, a special equipment program a tca t nta en ough fo h a manufacture o e
may therefore be necessary, but it is not clear whether batuhes substantial enough for hand manufacture to besucha pogra iseconmiclly easble inial csts undesirable but not large enough to warrant heavy capital
such a program is economically feasible Minimal costs uavonfxdutmin.Rbicrsrhispce-
for a precise industrial-quality arm are S40.000. plus the outlays on fixed automation. Robotic research is proceed.cost for site preparation and technical support. Minimal ing actively in France, West Germany, Sweden. Japan,and the United States. but Japan leads in the use of
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robots. Operating industrial robots in IM9 number
11,250 in Japan and 4.370 in this country.

Much of the robotic equipment used by industry today is
too crude to respond flexibly to changing situations. Much
more sophisticated control languages are needed to make
industrial robots easy to use. Desirable new robot
language features include, for example, statements that
can cause a manipulator arm to move between specified
positions while automatically avoiding certain obstacles or
undesirable configurations. In general, we can expect
advances in robotic technology to be reflected by the addi- .0
tion of new statements to robot programming languages.

More sophisticated sensory functions, e.g., improved
image-analysis software, repoesent another important
direction. These sensory capabilities will need to be
integrated with manipulator-control software, to produce
useful industrial hand-eye systems.

At present, software for analyzing visual data acquired by
robots is not especially reliable and is quite expensive con-
putationally. Improved seeOe-analysis algorithms are
needed if we are to have vision systems that can easily be
reprogrammed for a wide range of applications. Deeper
understanding of th', algorithmic nature of such systems
will encourage development of high-performance electronic
chips that can handle the required operations very rapidly.
As such chips become available, the range of objects that
can be inspected economically by robot equipment will
expand.

The limited prent capabilities of industrial robots idi.
cate that we are far from being able to create general-
purpose capabilities far exceeding those needed by indus-
try. Still, it may soon be posi le to design robot to per -  0
form relatively simple housekeeping tasks, such as sweep-

ing large public spaces or mowing lawns. A related possi-
bility is computer-controlled agricultural equipment, such
as plows and cultivators.

Robots can be expected to continue to take over hazar-
dous, repetitive, and menial tasks and to contribute signifi.
cantly to the progress of industrial automation under way
in this country for the past century. Moreover, robot tech-
nology can be expected to reduce the industrial labor force
very drastically. In the absence of adequate mechanisms
for adjusting to this change, severe social tensions may
result. Our national leaders face the critical task of
assessing and forestalling these developing problems.
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APPENDIX A

APPLIED ARTI1FICIAL INTELLIGENCE

An Assessment of the State-of-the-Art and
Recommendations for Future Directions

Prepared for the Information Technology Workshop
Xerox International Center

Leesburg. VA
January 5-7, 1983

Abstract 5

This report covers three main Al application areas: (1) natural language systems, (2) expert systems. and (3)
support software for these types of applications, most notably knowledge representation languages. Each area is
treated separately. The discussion of each area includes an assessment of the state-of-the- art. an enumeration
of problem areas, an enumeration of opportunities, recommendations for the next 5-10 years, and an assessment
of the resources required to carry them out. Also included is a discussion of possible university-industry- 
government cooperative efforts. S

1. Introduction lead to the extensive use of productions whose right-band

A recurrent theme in this report is that progress in both sidej merely 'call" other productions) or metaknowledge

natural language and expert systems depends heavily on (which -ould ideally select or order a group of produc-

building knowledge bases for different bodies of world tions, but can lead to very large left-hand sides. specifying

knowledge. We now have at least a few moderately suc- the context of applicability of the rules).

cessful programs that can sit on top of an appropriately 2. Natural Language Systens
designed knowledge base and either allow a user to ask For the purposes of this report, we will also make a radical
q"tom eboot the kotwlede base ian English. or (using a sepereiion between work on practical natural language
different type of knowledge base) do *expert' reasoning of systems and theoretical work on natural language under-
a sort about event instances of the kind described in the standing that is not directed toward any particular applica-
knowledge base. Thus it seems useful to separate research tion. Clearly, the boundaries of this separation will change
into processing components such as natural language over the next ten years- topics that are now only dealt with
parsers and semantic interprceer and expert system "infer- in a theoretical setting will become cndidates for practical
ence engines', and knowledge bases, that is, suitably appli:ations. We will attempt to give estimates of how
encoded bodies of knowledge on which and with which the relatively difficult it will be to master various areas.
processing components can operate. In recent years, atten-
tion has steadily shifted toward problems of knowledge 2.1. An Assessment of the State-of.the-Art in Natural

acquisition, that is the building of knowledge bases to be Language
used by other systems. While there has been work on

natural language and expert systems that can automati- 2.1.1. The Players

cally extend their own knowledge bases. we will assume in Let us begin with a listing of the institutions that figure
the first portion of this report that for the near future, the prominently in natural language (NL) research and
problems of processing and knowledge base building are development.
separable.

There are reasons for and against this point of view. 1.1.1Companies

pro: The following companies offer commercial NL products
(or soon will):

It is good to separate general purpose knowiedti atd pro'- Al Corp.. Waltham. MA. (Larry Harris) The first to hit
ccdurs (e.g. parsers or 'inference engines') from domain Ah marp., w ith MA. an H a. ihe ront

dependent knowledge and procedures, so that new applica- the marketplace with ROBOT, an NL datv base froit
tions are made simpler. end. now supplanted by INTELLECT. These systems are

based on a fairly general parser, which tries out a number
Modular programming is a good idea in general. of possible parses on a fully inverted database, keeping

Con: those interpretations that have reasonable numbers of

Radica. seprations of general and domain-dependent pro- 'hits' (i.e., non-zero but much smaller than the whole
radima eprations are grt al and diffin-ult nt achie database). Can b-c installed in a couple weeks with localgram portions are artificial and difficult to achieve tlngvnasial aaaeadraoal ohsi '

because there are so many borderline cases, and because talent, given a suitable database and reasonably sophisti-
cated local manager-

the kinds of representations we choose affect the kinds of
processing we have to do. Cognitive Systems. Inc.. New Haven, CT. (Roger Schank)

Offers a range of NL DB systems, and NL expert sys-
Modular solutions encourage us to pick simple representa- terns, though onl3 a handful have been installed to date.
lion schemes ahead of time which may later prove to be Program mechanisms not yet made clear, but seems to
awkward to use. For example, production systems have based on a semantic grammar of sorts. Capable of han-
very nice modular structure, but present difficultics if one dling ellipses and some non- grammatical input
is trying to represent procedural knowledge (which can

9
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Symantec. Sunnyvale. CA. (Gary Hendrix, Ann Robin- understanding, metaphor, plausibility judgement.
son) Plans to offer NL systems evolved from the LIFER representing time. parallel excitation and inhibition models
and KLAUS systems at SRI. but scaled down for use on of meaning selection, and more. Past work on NL data-
microcomputers. Systems will also offer input and access base front ends.
via forms (query by exampe). Carnegie-Mellon University (Allen Newell. Jaime Car-

Hewlett-Packard. Palo Alto. CA. (Ira Goldstein. Fred bonell, Raj Reddy, Phil Hayes. others) Work on learning.
Thompson) Has potent NL DB systems evolved from metaphor, practical NL interfaces to computer systems.
Thompson's REL work. speech understanding and general architectures for Al sys-

Texas Instruments. Dallas, TX. (Harry Tennant) Has tems. and more.

some NL systems. Unknown whether or not TI has mark- University of California. Berkeley (Bob Wilensky, Lotfi
cting plans. Zadeh, George Lakoff, Charles Fillmore. ...) Research or,

The following industrial reseach labs have done extensive NL interfaces to UNIX. use of planning knowledge in

NL system work, but do not seem likely to market p- understanding text, fuzzy logic and representation of

ducts in the near future. meaning through 'test score semantics'. good Al-oriented

Bolt Beranek and Newman Inc., Cambridge. MA. (Bill l work on campus.

Woods, Rusty Bobrow, Candy Sidner) A wide variety of University of Massachusetts (Dave McDonald. Wendy

work, most notably the LUNAR NL DB system. the Lchnert. Edwina Rissland, Michael Arbib, Barbara Par-

HWIM (Hear What I Mean) speech understanding sys- tee, others) Emphasis on adaptive network models for Al.

tem, KL-ONE knowledge representation system, and RUS story understanding, modeling of emotions and "narrative

NL parser. units', learning, Montague grammar, language generation.
and more.

SRI International. Menlo Park, CA. (Nils Nilsson. Bar-
barn Gros, Bob Moore, Don Walker, Kurt Konolige. Jane Stanford University (Terry Winograd. John McCarthy.

Robinson. others) Gordon Novak, others) Work on knowledge representation.
language generation, especially for expert systems, non-

Again, a wide variety of work, including the LIFER NL monotonic logic and commonsense reasoning.
system for accessing distributed data. KLAUS and
TEAM. more recent and much more powerful NL systems University of Texas, Austin (Robert Simmons) Research
based on general NL paisera. .Alo work no exte nsions of over the years in semantic network representations for NL.

logic to allow commonsense reasoning for NL systems. understanding phybics problems stated in NL, tining

Xerox PARC. Palo Alto, CA. (Danny Bobrow. Terry language and perception.

Winograd, many others) Research on knowledge .epesen- University of Delaware (Ralph" Weischedel) Research on

tation, programming environments and tools for Al system developing NL system-building tools, practical NL inter- - .

development, especially INTERLISP, and mom. faces.

IBM Thomas J. Watson Research Labs, Yorktown NYU (Naomi Sager) A large transformational language

Heights, NY. (George Heidorn. Warren Plath. Stan system for a medical data base. Probably the most com-

Petrick. Fred Damerau, others) Two separate groups at plete grammar available.

work here. Heidorn's group has EPISTLE, a dictionary- USC Information Sciences Institute (Bill Mark. Bill
based system designed to critique teat, using an extensive Mann. others) Research on NL tools. knowlege represen-
parser, with hopes to expand applications areas. Piath's tation systems, pragmatics. NL generation, and more.
group has developed TQA, a transformational grammar- Brown University (Grne Charniak, ...) Knowledge
based DB system that has already had extensive field test- representation, inference mechanisms, integrated syntactic
ing with quite impressive results. and semantic NL parsing.

Fairchild Advanced Research Laboratories. Palo Alto, CA. University of Rochester (James Allen. Pat Hayes, Jerry
(Peter Hart. Ron Brachman, Phil Cohen, Hector Feldman. Steve Small, others) Research on representation
Levesque, others) Research especially in knowledge of time, knowledge representation especially using predi-
representation and pragmatics, that is. representing and cate calculus, "connectionist parsing'. and more.
understanding the goals of language ttse. University of Connecticut (Rich Cullingford) Use of

2.1.1 .2.Universities scripts for NL representation.

The following universities are active in NL: Columbia University (Mike Lebowitz. Cathy McKeown)

Yale (Roger Schank. Chris Ricsbeck) Research covers Representing NL, understanding patent descriptions, other

text and story understanding. knowledge representation, work.

inference from NL. cognitive modeling, and other areas. Work overseas has not been listed here, though there is

University of Pennsylvania (Aravind Joshi, Bonnie Lynn also research going on in Canada. Germany. Japan.

Webber. Tim Finin, Ellen Prince. Tony Kroch. others) France. United Kingdom. the Netherlands. Sweden.

Extended NL interactions (monitors recognizing and Poland, Czechoslovakia, and Italy. in rough order of

reconciling user misconceptions. explaining DB concepts, apparent effort.

justifying responses). NL generation and interactive help 2.2. An Enumeration of Problem Areas in Natural
L systems. Language

University of Illinois. Urbana (David Waltz. Jerry The central difficulty here is that there is no such thing as
DeJong. Jerry Morgan, Bill Brewer. Andrew Ortony) a small natural language s)stem. If a system is to accept
Research on schema learning through language. story natural language, that is. what people naturally think of
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saying in the manner they think of saying it. it must have algorithms that may have very little to say in the long run
a large vocabulary, a wide range of linguistic construc- about human language processing. There is a chicken-or-
tions, and a wide range of meaning representations. A egg type problem here also: it is not yet possible to say
small system cannot be very natural. exactly what type of parallel hardware we ought to have to

Overall, we believe that we have a very long way to go do NL properly, and until we have proper parallel

before we will have truly gencral-NL systems. Knowledge hardware, parallel NL programs run on serial machines

representation is a key problem, and is tightly coupled to may not run fast enough to be reasonably tested or to hold
the problem of deciding just what knowledge should be any interest for those who want new and better application

included in a system. All systems to date have depended programs. Special algorithms evolved from ones in use

on having a restricted domain in which to operate, so that today will probably have little long term interest, and may

the number of ambiguities that remain after all the suffer in generality because they are forced to make

knowledge of the system has been brought to bear can be choices without fully considering all possibilities.

manageably small. Continuous speech understanding is still rather fragile:

Furthermore. most NL systems have been built to accept speaker-dependent. intolerant of noise or accents, and
only highly restricted classes of "speech sts'. T . dat capable of only a small vocabulary. It also requires either
base que,-tion answerers usually assume that everything a large and espensive processor. or much longer than real

that they are given falls into one a few classes such as time to process speech.

request for data, request for help, or data exclusion state- We also need new design methodologies. Even restricted
ment. and story understanding programs assume that all NL systems can be very large, and since the success of an

the language they get falls into the classes of story frag- approach can not really be measured until a system
ment or questions about a story. In general, of course, embodying "t is completed and evaluated, the design-tst-
language may be used to accomplish many other knds of redesign cycle tends to be: long. The development of a rull

ends: propaganda. exaggeration, advertisement, humor, scale system is also a problem. Let us suppoae that we
poetry, education, correction, sarcasm, irony, lies. etc. A want a system with a 10,000 word vocabulary; while a

-- system that is designed to handle unrestricted text, for portion of a lexicon for the NL system can be extracted .' "

example transcripts of conversations or contents of books, from a dictionary, each definition also requires separate P
can not make these kinds of simplifying assumptions, and attention, since dictionaries do not contain all the inform-
must be prepared to understand and represent a wide tion necessary (definitions tend to be circular). If a team .

rawise of possible motives for various types of language. approach to construction is used. the team must be small

Even more problematic, in order to judge what types of in order to avoid the types of problems detailed in 'The
language they are being given, systems must have robust mythical man-month" [Brooks 1977?] - as a program-

facilities for 'plausibility judgement*, that is, they must be ming team gets larger, its members tend to spend all their

able to judge whether the sentences that they are given time talking to each other about standardization, inter-
can make literal sense, or whether they must be inter- mod~ule communication, updates. etc. and produce fewer

proetd as metaphor, lies. exaggeration. etc. This requires and fewer lines of code per person per day. On the other

(1) a body of "common sense* knowledge of the physical hand, ifa programming team is very small, it will simply
world as well as of the world of people and behavior, and take a long time to produce the necessary code because of

(2) a good grasp of the ordinary ways in which ends are individual programming speed limitations. In addition to

achieved with language, so that stereotyped speech acts progrimming aids. designs that are highly modular can
can be recognize Jd as can novel or unusual uses of help by dividing a problem up into relatively small - -

language. We are very far from an understanding of this independent pieces.

sort. There are special practical problems in advancing NL sci-
Certain kinds of language have been given very little ence and technology at universities. Progress is slowed

attention: language that describes the physical world and because Ph.D. candidates are expected to work indepen-

operations on it (such as instructions for building mechan- dently; the design and building of any significant NL sys-
isms or text that accompanies a diagram): reports of inner tern is a massive undertaking, and one that generally can

experience or feeling (such as a patient's verbal medical not be split and sLill allow suitable academic credit to be

history). rcal conve.,atiens or argu-ents. assigned to all participants. In general, system design is a
necessary part of Lhe research and it is not easily possible

The types of computers that are available today seem to to evaluate designs without implementations. Once a nice
be rather poorly matched to most of the models of human system has been shown to be feasible, there are further
language understanding that have been advanced in recent difficulties; universities are not in a good position to

years. For example, it is quite well-established that the develop or support software, since the designer/builders
more ambiguous a sentence, the more time required to generally leave after receiving a degree. and there are few
prOCess it. even though the person understanding the sen- academic points awarded! for cleaning up someone else's

tences has no conscious awareness of ever considering any system and making it robust.
more than one interpretation for each sentence. This sug-gest pevasie pralelis, wichis prtiulaly dffiult Industries have special problems as well. The largeness ofgests pervasive parallelism, which is particularly difficult Idsre aeseilpolm swl.Telreeso

to program on current hardware. The only types of paral- NL systems, and the fledgling state of our current technol-

lelism we have had much success with have been those ogy makes it difficult or dangerous to promise profitable

where we can have uniform arrays of processors each products on any time scale short enough to be appealing to

working on rather local computations. Language seems to management. There is also a wide gap between many of

require parallel consideration of a variety of global possi- the kinds of programs that are produced in academia and

bilities. The upshot is that we have almost certainly placed the kinds of programs that can become good products. For

an overemphasis on serial language understanding example, while story understanding programs arc

9
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considered (rightly) an important current academic topic, in tailoring systems from these components. but there is

such programs have no clear short term industrial poten- the opportunity to begin building custom NL systems now.

tial. at least for limited task domains. Research and develop-

The comments in this section so far have assumed that we ment of good NL tools should pay excellent dividends.

will continue to do research in roughly similar ways to It is now possible to think about a much wider range of

those that have been employed in the recent past, that is types of NL procssing because machines have become

that we will attempt to build Al programs that are substantially larger and address spaces have become rea-
'instant adults'. systems which are the result of program- sonable for NL systems. In the past. a great deal of effort
ming. not of learning. There has been a growing interest in was devoted to attempts to collapse code length so that

learning over the last few years. although relatively little space could be made available to expand the capabilities of

of the learning research has been directed toward NL. NL programs. This is no longer such a problem. and we

Certainly there are serious difficulties with the engineering can trade off space for ease of programming. In addition.

of a system capable of learning language from experience it is now possible to relatively easily produce special-
(an 'instant infant') -- the most serious problem seems to purpose chips, so that, for example, we can realistically

be adequate perceptual apparatus for extracting "impor- consider algorithms for highly parallel word sense selec-
tant" items from raw sensory data. Even if we could devise tion. truly concurrent syntactic, semantic and pragmatic
such a learning program, there is little reason to suppose evaluation of sentences, speech fonisat extraction. etc.
that it could be programmed to learn language much more A number of good application areas are now possible.
rapidly than a human can, which would mean that at least Examples include NL data base front ends; NL interfaces
several years would have to pass before we could judge for expert systems, operating systems, system HELP facili-
whether or not the system was adequate. And, of course. ties, library search systems, and others software packages;
the chance of getting everything right the first time is text filters, text summarizers; machine-aided translation;
close to nil. Nonetheless, this seems to be an important and grammar checkers and critics.
avenue to explore, to hedge our bets. to further cognitive
science, and perhaps to find a compromise position Many good future applications are possible, especially in -

(instant five-year-old'?) that would represent the optimal conjunction with 'information utilities (i.e. information

long-term route to fully general NL systems. Further tea- services that are available via phone or cable connections).

sons for emphasizing learning include the observations that Possible public services include automatic directories of

the only language users that we know are built through names. addresses, yellow pages. etc.; electronic mail, on-

learning, and that we continue to use learning as adult i c tatoguea alir orderinig raciities. banking and tax ser-

language users, so that we probably need learning of some vices; routing directions (like AAA); access to books and

sort in our programs anyhow. periodicals, through titles, authors, topics, or contents; and

Another practical problem is finding good application undoubtedly many others. All of these services could also
have on-line NL help facilities and manuals. There are

areas, that is. ones where NL is truly helpful, where the parallel needs in business and in the military services, e.g.
domain is well-circumscribed and well-understood, where for command and control, inventory control, ordering and
the tools that we now have are capable of conquering the shipping, coordination of organizational planning and plan
problem, and where typing is possible and acceptable as an execution, and so on.
input medium. Another good application bet is instructing robots in NL.

Finally. there is an acute shortage of qualified researchers, much as one would instruct a human assistant. This can
Since most actual NL application programs are likely to allow the robot to understand the goals of the instruction,
be the result of development by industry, it seems desir- rather than just the means for achieving the goals, as is
able to encourage more industrial effort. However. taking the case now with teaching-by-leading-through-motions or
researchers away from universities reduces the number of 'teaching' by ordinary programming. Understanding the
faculty capable of supervising graduate students and car- goals can help a robot in dealing with a wider range of
rying on much-needed basic research. situations and for recovering from errors.

2.3. An Enumeration of Opportunities in Natural 2.4. Recommendations for the Next 5.10 Years in
Language Natural Lnguage

Once continuous speech understanding is possible, we
believe that the number of good NL application areas will Continue a broJd range of basic research support;

grow dramatically. Continuous speech systems seem close there is still a sh<,rtagc of science on which to base

enough to reality (commercially available under $20.000 NL system engineering.

within 3-5 years?) that we should begin to think more 2 Encourage cooperation between Al NL research.
seriously now about the realm of new application areas and the traditional fields interested in language
that speech systems will open up. It is important that basic (linguistics and psychology). This can serve the

NL understanding research continues so that we will have purpose of aiding the building of a science of
,deqluate toois and understanding of the nature of the fun- language and cognition, and can also provide a
damental problems in NL, so that we can then move more rapid increase in manpower resourou than is
rapidly to produce useful systems. possible through the training of new researchers

We now have available a variety of parsers and knowledge only. This recommendation may happen anyhow,

representation systems, which should make it possible to since 'social science' funding has been cut dramati- -0

build new systems more rapidly. by using off-the-shelf cally, putting pressure on many of the kinds of peo-
components for programs. We do need to have these sys- pie that could help the Al NL effort. To make this
tems well-documented, and we still need more experience work, a fair amount of re-education, especially in

0
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Al. computation and programming, will be needed, likely to have a serious shortage of NL researchers for the
along with some re-education of At people in foreseeable future: given that there are only about 15
linguistics and psychology, to build a common universities with serious graduate NL programs, with an
knowledge base. average of 1.5 faculty members who each graduate one

Ph.D. student per year. we can expect for the near future
3 Increase funding for equipment. Adequate equip- only 20 or so new NL Ph.D-s per year. Probably fewer

ment is essential if people are to produce working than half of these will go to universities, and it will be five
systems, rather than just theoretical advances. years before the new faculty produce their first Ph.D. stu-
ncreasing available compute power can drarnati- dents. Thus the NL manpower situation for the next ten

cally cut the amounts of time and effort required to years is likely, in the absence of any massive intervention.
produce running systems, since easy-to-write to show little improvement.
though computationally expensive systems can then
he considered. Squeezing a large program onto a As mentioned above, a possible way to increase our NL
small machine can be very time-consuming. And if capability in thr shorter terrm would be to encourage a
programs take too long to run, programmers start cross-over of faculty from areas such as linguistics or
to work on speeding them up instead of working on developmental psychology to Al NL research. There are
increasing their range of competence. Despite the already incentives for researchers with suitable back-
apparently high initial cost compared to salaries, grounds, since funding in linguistics has generally been cut
money spent on hardware is likely to be a good along with social sciences. An infusion of researchers from
investment, these areas may have possible long-term benefits for Al

NL research above and beyond providing more manpower;
4 Create and encourage development groups in indus- it is our belief that in order to truly sueced in producing

try and military labs, and encourage increased con- general. robust NL systems, we must develop a far deeper
tact between such groups and university and indus- science of human language understanding and language
trial basic research laboratories. Universities are development.
particularly ill-suited for development efforts. since It might also be helpful to provide graduate fellowships,
there is a high turnover of system builders, making though the most serious shortage seems to supervisors of
it difficult to support application systems. In addi- research, not interested students or money to support the
tion. we need all the effort on basic problems that students.
can be mustered. Development could be handled by
groups that have more traditional software back- 3. Expsf- Syfeems
grounds: once feasibility has been demonstrated, Al Expert system have recently received a great deal of
systems often look a lot like other programs. attention from the press, and have probably been responsi-

ble for putting to rest. one hopes forever, questions about S
2.5. An Assessment of the Resources Required in whether Al could ever produce something useful. There

Natural Language are however serious questions about whether expert sys-
The main needs are manpower and equipment. Except for terns as they are now understood are capable of carrying
very limited speciai purpose applications, NL systems the weight of paying for the rest of Al for very long, and
require relatively large program address space and rela- if not, what research directions should be explored to
tively large numbers of machine cycles. When done on the encourage the continued transfer of useful products from
time shared machines in general use (e.g. Vax's and mainline Al through the expert systems channel. 5
DEC-20"s). research is clearly hampered by a shortage of
machine power LISP machines are much better, but 3.1. An Assessment of the State-of-the-art in Expert
some (e.g. Xerox Dandelions and Dolphins) have rather Systems
small address space, and the rest tend to be quite expen- 3.1.i. The Players
sive if dedicated to a single user. Realistically, about S25K
(approximately the price of a Xerox Dandelion) per 3.1.1.1.Universiries in Expert Systems
researcher is needed to provide at !east a semblance of the Stanford University (Ed Feigenbaum. Doug Lenat, Bruce
beat environment for NL research; anything less will mean Buchanan, Mike Genesreth. The Heuristic Program-
that progress is slower than it could be. In this estimate, uhn , P ke isnpro th The gr am-
we have assumed thatt a number of researchers already ming Project is probabiy the bczt-known group in eapet
have such machines. and that some researchers will get systems. comprising research and development of expert

more expensive machines (Symbolics 3600. LMI Nu systems for problems in medicinal, curcuit design, generalmoreexpnsiv mahins L~mhoics3600 LM Nu expert system utilities, knowledge acquisition. automat~c
machine, or Xerox Dorado). Including graduate students, design of experiments, interpretation of mass spectrogram

research programmers, as well as senior researchers, there design oeeres.
are now probably 300 people doing NL research. This data, and other areas.
brings the total expenditure needed to properly equip NL Rutgers University (Saul Amarel. Tom Mitchell, Sri-
resuearche-s for maximum progress to about S7.5M. drahan, C. Kulikowski) Research especially on the the

learning and inference aspects of expert systems, on circuit
Manpower needs cannot be solved quickly by simple infu- aning and infer systems.
sion of dollars. Money that is spent on university equip-
ment will probably do the most good, becausec it can help Carnegie-Mellon University (John McDermott. Raj
speed the research for graduate students, and it can also Reddy. Mark Fox, ...) Research into production systems as
make universities relatively more attractive places to well as general architectures for expert systems, along with
induce faculty members to remain and new graduates to special problems in factory management, speech under.
choose in place of industry. This will in turn accelerate t'.c stassding. computer system configuration, and other areas.
production of new researchers. At the best, we are still MIT (Randy Davis. Peter Ssolovitz, Jerry Sussman. Jol
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Moms ...) Concentration on mathematical sids, automatic researchers would probably not have guessed even lve
VLSI circuit design, circuit analysis, medical information years ago that this sort of production system model would
systems, and other aras. ever be as successful as it has proved for medical and

University of Pittsburgh (Harry Pople, ...) One of the ori- other expert systems. Other systems in the first category
ginal sites for research on medical diagnosis. include RI, a system configuration expert for DEC VAX

computers (McDermott 1980. 1981). and PUFF, a pro-
University of Illinois (Ryszard Michalski, Donald Michie. gram for diagnosing lung diseases [Kunz et al 1978).
R.T. Chien) Research on general models of inductive
inference and autorntic rule formation, as well as special Despite their successes, such systems seem to be inherently

applications to medicine, plant pathology, tax planning, air limited in their ultimate applicability. Davis (1982
traffic control, and other areas. characterizes the current generation of expert systems as

having (1) narrow domains of expertise; (2) fragile
Ohio State University (B. Chandracakaran, S. Mittal) behavior at the boundaries; (3) limited knowledge
Research on medical expert systems. representation languages; (4) limited input/output: (5)

University of Pennsylvania (Bonnie Webber, Tim Finin, limited explanation capabilities; and (6) a single expert as
Aravind Joshi, ...) Concentration on Interactions between knowledge base *czar'.
users and expert systems. Much of the current work on expert systems has concen-

3.l.l.2.Companies in Expert Systems trated on ways to keep the good features of the working .
systems, while improving the systems through evolution.

Teknowledge (Rick Hayes-Roth. Lee Eriman. Stanford Some of the good features include: (1) separation of the
researchers) Closely associated with the Stanford Heuristic inference engine and the knowledge base; (2) use of as
Programming Project, offers courses on setting up expert uniform a representation as possible; (3) keeping the infer-
systems. ence engine simple; and (4) exploiting redundancy (e.g.

SRI International (Nils Nilsson, Rene Rebob. Bob Moore. overlapping rules) to make systems as non-fragile and
...) Commonsense reasoning, geclogical mineral explora- complete in their coverage as possible [Davis 1982).
tion expert system, other areas. Thus a great deal of effort has been put into the problem.
Schlumberger-Doll Research Laboratory (Dave Barstow, of knowledge acquisition, that is, into methods for getting
... ) Automatic programming and programming assistants, the knowledge that an expert uses into rules of the form
interpretation of oil well logs. that a current generation system can use. For example,

EMYCIN (for *Empty MYCIN', the MYCIN medical
Fairchi Advance Re aseh lralwy (Peter tteal, consultation system with the domain-dependent knowledge
Dick Duda, ... ) Seismic data analysis system. VLSI circuit and rules removed (Van Melle 19801) has been used as a

design aids, other areas, basis for constructing other expert systems, such as a per- -0

DEC (John Ulrich. Hal Shubin) Computer system diag- sonal tax expert [MichacLscn 19821 can u.se. Other work
nostic tools, has been devoted to the identification and encoding of

Xerox PARC (Richard Fikes, Frederich Tou. Austin metarules. that is. rules about rules, that can help guide a
Henderson, ...) Intelligent database assistant system. system in its search of its knowledge base. and in the

Hewlett-Packard Research Labs (Ira Goldstein) application of context-dependent knowledge and rules.
The second category of expert system, comprising much

Rand Corporation (Philip Klahr, ...) Air battle simulator. Current researc;. is rather difficult to characterize. espe-

EG&G Idaho (William Nelson) Expert system for diag- cially since many application projects across the entire
nosis and treatment of nuclear reactor accidents, spectrum of Al have adopted the fashionable term 'expert

IBM Thomas J. Watson Research Lab (Se June Hong. system'. We will reserve the term here for systems that
Operating system expert. attempt to model expert performance, or which could lead

to such systems in a fairly direct way. Recent topics of
Mitre Corp. Air traffic control expert systems. interest have included the 'commonssens algorithm'

3.1.2. Where Expert Systems Stand Now (Rieger 1975] and 'qualitative process theory* [Forbus
19821 (models of common sense physics that can be used 0

For the purposes of this report, we will consider expert sys- in a system that can reason about mechanisms such as
teons to rali into twu Z tjin (1) Pfcj~arrii of thc steam systems or nuciar power piants or aircraft subsys-
types that are now under development or in use, especially terns); mixed knowledge bases as in PROSPECTOR
those which are based on production systems (sets of if- (Gashnig 1980]. which contains three-dimensional geologi.
then rules); (2) any other programs designed to capture cal knowledge about rock formations, soil composition, etc.
the knowledge or mimic the performance of an expert, that is not neatly capturable in a production system;
especially those that use a variety of knowledge represen- automatic programming systems, systems that can accept S
tation forms. specifications for programs and produce code, or that can
Most of the attention in the press has been given to sys- help verify the correctness of code; VLSI circuit design
tes of the first category. The ideas on which the, e sys- and layout experts, and closely related design checkers;
terns are built go back at least 15 years to the and others
MACSYMA mathematical aid system (Bogen ct at 1974]
and the DENDRAL system for finding chemical structure 3.2. An Enumeration of Problem Areas in Expert Sys.

from mass spectrogram data (Buchanan et al 1%9]. The tems 5 .

heavily referenced, slightly more recent, MYCIN system There are problems for which the current generation of
for medical diagnosis (Shortliffe 1976] ha; inspired a large sstcms seems totall) inappropriate. Some examples of
number of related systems, based on if-then rules. Most AI types of problem domains which cannot be neatly captured

.- - .-. --- '.~- S -.aJ
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by systemss of the sort in the first category include: system. a phytcuan outd' have to change to a dTfferent

(I) problems that require a variety of represemation mode of operation from the one he or she -as trained to
types, that can no be easily operated on by a simpk infer- uS.

ence engine, and that may be difficult to combine in a sin- Other problems concern kee.ping knowledge bases con-
gle knowledge basc: an example is the HEARSAY If sy-s- sistent, and updating knowledge bases if items are found to
tern. which had a knowledge base: with frequency spec- be in error; automatic collec:ion of expertise by "expcri-
trum, photemi, syntactic, and other types of knowledge. oncc or "observation'; explaining the reasons for a decision
all very different; to a human user. so that the user can be convinced of the

(2) problems that require procedural knowledge; for correctness of the decision: and many, many osh.rs.
example a computer system troubleahooter (Davis 1982 3 3 An Enumeration of Oppod unities in Expert Sys.
that ought to apply general knowledge of system depen- Iesm
dencies. interconnections, and operational knowledge for
various components. Such knowledge, if coded in if.then We now have an existing technology which can be applied
rules, would require a massive data base of very similar to a range of problem areas. The main difficulties are in
rules, for example, listing every problem condition (1) identif)ing areas which can be couched in terms of
separately. rather than stating a set of general rules for currently available s)stems: (2) gathering airA representing
detecting and correcting problem conditions; all the rclevant knowledge in the area (knowledge

engineering): and (3) designing a system in the area which
(3) problems where a number of if-then rules will ordi- meets a need. This process, which lies somewhere between
narily be fired in a sequence. rather than being more or development and basic research in the field to be
less independent- In such a case, it would be very ineffi- represented, should be repeated many times in vhe next
cient to search through the entire rule base at each cycle, few years. to build an epistemology of knowledge types.

(4) problems where the reasorting is based on casual and to provide a variety of useful applications.
models: current s,-tems generally do not differentiate At the same time, research must be encouraged that can
between conclusions that follow of necessity in a given eventually streamline the process of knowledge base gath- p
situation, and conclusions that follow with a high degree of ering and building.
likelihoud in a situation New knowledge representation schemes must be developed.
Given these inadequacies, there are serious problems in and methods developed for constructing expert systems
knowledge representati that must be solved, and further- that ase a variety of knowledge representation schems.
Uare, the krwwlndge rcwweefllca psObcms6 moan;- b4
solved with an eye toward eventual interaction with We also must develop ways of making appropriate dSci-
appropriate inference engines. Which task. the knowledge siorn in the face of incomplete and varied knowledge
representation or the inference engine, is given priority, is bases. Especially important are ways of rapidly making P
another chicken-or-egg type problem. plausible hypotheses if there is not adequate time for fully

exploring a knowledge base, especially for real-time deci-
Many of the problems enumerated for NL systems are sion systems, such as on-board expert aircraft failure
also problems here. with different twists. It is difficul': for detects arnd cowrectors.
universities to identify problems that are of manageable
size for a single researcher, yet large enough to give a rea- 3.4 Recommendations Jr the Next 5-10 Years in
sonable test to novel ideas. There is debate about the intel- Expert Sysemns
lectual contribution of applying an existing system design I could use help here.
to yet another problem domain. There are serious prob
ferns in identifying the nature of the knowledge needed to 3 5. An Assessment of the Resources Required in
master a domain, and serious problems in systematically Expert S)ystemts
gathering all of the knowledge. and again there is a
chicken-o-egg dilemma: should the knowledge gathering
or knowledge characterizing be done first? How can we 4. .41 Support Software
know that all the necessary knowledge has been gathered Good support software can dramatically improve the rate
or taken into account? of progress. arid the qualit) and portability of the research

Questions have also been raLsd about what the rule of -roduced. The mz:: kin& of .----.-- :e 2 iof .:
expert systems should be relative to humans. For example. here are (I) programming languages for Al, (2)
should such systems be designed as decision-making aids knowledge representatmon systems, and (3) programming
for people. or as replacements for people. or as indepen- environments (In. a crtain sense. VLSI design layout and
dent providers of second opinions? It is not wise to design fabrication technology might be included here also, but the
a system for which there is no market: for example. application of such support has nu special relationship to -
Rodewall [19821 has pointed out that physicians rarely applied Al as opposed to other fields AI research in VI.SI
have a list of test results available in a form that could be is being considered by other groups )
easily fed to an expert system such as MYCIN. Instead.
they generally take and keep information in a narrative 4 Progrunining Languages
form, which includes the time course of the patient's prob. LISP has been the Al language of choice for a long time.
Iemts along with subjective reports of experiences. all cf The main variants in use now ar INTERLISP (associated
which may be xtremely nelpful (at perhaps sufficient) for with Xerox and SBN and used on their LISP machines, .
the physician to make a diagnosis. This is also the form in and also used by SRI. LSC/ISI. Stanford HPP. and oth.
which new casts and results are presented in medical jour. c' 1. Franz[ 1sp [supported by Berkele) and CML. and in
nals. In order to make regular use of a MYCIN-ikc wide use on VAXes), ZetaLisp (used at MIT and ct'
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Symbolics and LMI Inc. LISP machines). MACLISP
(used at MIT, Stnford, and elsewhere), T (Yale). NIL
(MIT), LOGLISP (Rochester), as well as other LISPs
with marginal use. In addition. efforts arc underway at
CMU. Utah. and other sites on ComLisp (for Common
LISP), which its writers hope will become a standard for
non-INTERLISP users. In addition, there are a variety of
packages that car, be added to LISPs to enhance their
capabilities. These include packages for object-oriented
programming such as FLAVORS (MIT), LOOPS (Xerox
PARK), and QLISP (Stanford), and knowledg. represen-
tation languages, which are treated separately below.

In recent years. PROLOG has become the Al language of
choice in Europe, and has attracted a following in the US
as well. Some A I pecple are interested in cbject-oriented
languages such as SMALLTALK, as well as in other
widely used languages, such as PL/I. PASCAL, APL. and
FORTRAN (which has fairly wide use in computer vision,
along with C, BLISS, assembly language and others). ,

The three main factors in the choice of language seem to
be (I) familiarity -- people want to continue to use a
language they know well; (2) availability -- not all
languages are available on every machine, and some (s'uch
as the LISP machines) are constrained to a single
language; and (3) appropriateness to the problem at hand, --
including sase of use. This last point is important. Some
languages, such as INTERLISP or ZETALISP, arp really
total environments rather than just programming
lan.utages. They contain editors, compiler-, screen
managers. file managers, and elaborate debugging aids, all
of which are available without ever leaving the program-
ming language. Packages that integrate editors with .
LISPs. such as the EMACS/FranzLisp combination, are ,_
also .opular. and have many of the same advantages as
the pkevious systems.

4.2. Knowledge Representlation System

Knowledge representation systems are often embedded in a
LISP. They commonly support the storage of items in a
hierarchy, with properties of an item in the hierarchy 0
automatically inherited by all the daughters of the item.
Many are based on the 'frames' ideas of Minsky (19751.
Some of the KR systems that have been used at ocaiions
other than the place which d-signed them are:

(1) KL-ONE (BBN)
(2) FRL (MIT)
(3) UNITS (Stanfoid) S -__
(4) SNePS (SUNY Buffalo).

Some KP, systenL .hat are either thcorctically criented, or
which have not Keen widely distributed have also been
influermial, and may eventually lead to practical KR sys-
tems; these include:

(1) KRL (Xerox PARC) _ -

(2) RLL (Stanford)
(3) First order predicate calculus
(4) Partitioned semantic networks (SRI).

I I I II I 0
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APPENDIX B
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I 0 INTRODUCTION In any case, c-ach host can still act independently of the

A 'stributed software system is one that is executed on an network and various 6d.gres of sharing are possible. The

architecture in which several processors are connected via most famous example of such a network is ARPANET

a communication network. The main issue in the design of and it contains several NOS's, e.g., RSEXEC [FORS781
such systems is: how are programs, data and control to be and NSW 4[FC'$78]. Such operating systems are
distributed among the components of a distributed system? characterized by their having been built on top of existing

In this paper we consider this issue from the perspective of operating systems.

the distributed operating system, programming language Next consider networks where there is logically only one
and database areas. Section 2 summarizes current research native operating system for all the distributed components.
in distributed operating systems arid programming This is called a distributed operating system. The confus-
language areas. These two areas arc discussed together ing element is that this one OS ma. be implemented in a
due to their sy.nbiotic nature. Section 3 discusses distri- variety ways. The most common is to replicate the entire
buted database recuarcn. Critical issues in the design, OS at each host of the distributed system. One might be
implementation and evaluation of distributed software sys- tempted to then consider this replicated piece as a local
terns are itemized in Section 4. An extensive bibliography OS. In fact it is not because resources are allocated in a
is also provided, more globat fashion, there is no exclusive, local administra- - _

Given that distributed systems have been under investiga- tive control, and, in general, there is no dichotomy from

tion for a number of ytars now, a survey of issues in this the uscr's point of view between being on the network or
area could have a very wide scoe-. We focus only on the not. If we draw an analogy to the NOS, we see that the . .

issues connected with those software aspects nentioiid local replicated piece of the DOS is similar to a piece of

above. Thus. out presentation here does not irclude such an NOS with a null local OS. On the other hand, there is
areas as the comr..unication subnet, algorithns for distri- no requirement for a DOS to be implemented by replica-buted computing. hardware n a grchitectures fo distri- tion and many designs are possible. For example, seebuted systems, and impact othtr areas such as a:tificial Medusa [OUST80] and Micros [WITT80]. Distributedbutedsystems. n istrbted cyteas ssystems with DOSs are designed and implemented withnetwork requirements in mind from the beginning.

2.0 DISTRIBUTED SYSTEMS SOFTWARE
Finally, a distributed processing operating system is a S

Distributed systems software is usually designed 3rd DOS with the added requirement that the OS must be
implemented in multiple levels. Each level provides the implemented with no central data or control at any level. 1
next higher level with an abstract distributed machine con- This is such a demanding requirement that there are prob-

sistinf of resources and primitives for using them. This ably no systems that meet these requirements if, in fact,
section descrioes dis ributed systems softar issues and they can be met. If such systems were possible, significant
current iesearch for the operating system and program- advantages are hypothesized [ENSL78, JENS78,
ming language levels as well as their interaction. STAN79]. If such systems are not possible, those approxi-
2.1 Bacxground mating a DPOS would also provide similar advantages but

to a lesser degree.
2.1.1 Operating Systems - Due to the wide variety of In Iable I we attempt to categorize some of the current

distributed systems there is a wide variety of distributed computing OS research. W. apolgize foe those
operating systems controlling them. For purposes s~stems omitted. Note that all the OS's in the DPOS
of aiscussion we simplistically divide these operat- .ategory are probably DOS's. However, those DOS's that
i-g systems into three classes - network operating seem to treat the special requirements of DPOS's are
systems (NOS). distributed operating systems placed in the DPOS catcgor). For additional information
(:,S). and distributed processing operating sys- we list four other categories - distributed file systems' OS
t.s (DPOS). control lan.'uagcs. mail trans-or! systems. and those

Co,isider the situation where ueh of the hosts of a com- object-based ystesns wnich are not already included in the
puter network has a local operating system that is indepen- other categories. The category "ebject-based' listed in
dent of the network. The sum total of all the operating Table I includes systems that aie either centralizcd or
system software added to each of these network hosts in deal primarily with the programminp, language - operating .
order to communicate ,.nd share network resourc, is s)ytem interface. Research in the rea of workstations. e.g.
called a network opei'aring system. The added software !BASKS0] is not treated in this papr
often includcs modifications to the local op.:ating system.

-t
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TABLE I: CATEGORIZATION OF OPERATING SYSTEMS [HOAR78I, Gypsy [Good791. PLITS [FELD79] and SR
FOR DISTRIBUTED COMPUTING [ANDRgl ].

There have also been attempts at designing languages in
NOS DOS DPOS which facilities are provided for process interaction via

both message-passing and resource sharing. This is essen-
NSW IFORS78] Accent [PASH81] AIDCOS [STAN821 tial in order to configure tightly-coupled processes as a sin-
RSEXEC [FORS78J Apollo [APOL8I] Archons gle logical module that would execute on a single proces-
XNOS [KIMB78] DCS [FARB73| CHORUS [GUIL82| sor. Processes within a module would interact via resource

sharing whereas Processes in different modules would
interact via message-passing. These modules are called

Domain Structure Fully DP System guardians' in [LISK82], "resources* in [ANDR81] and
*modules' in [COOK79]. These schemes are detailed in

[CASE77| [ENSLg01 section 2.2.Eden [LAZO8II HXDP [JENS78.

Locus [POPE81] Medusa [OUST80| 2.1.3 Issues
RIG BALL76 Micros [WIT8O] The following are the main issues involved in the design of

SOOE (r tdistributed systems software.
(S0L0781
TRIX [WARD80| I Structuring distributed systems, •
UNIX (4)
WEB [HAM1781 2 Addressing distributed processes and resources,

3 Communication between distributed processes,

4 Nature of communication channels,
File Servers Object-Based OS Control Lang. Management of resource sharing,

Cambridge FS [DIO90| Argus [LISKT71 PCL [LESS801 6 Decentralized control. 0
Felix FS [FRID8gl CAP [WI!K791 7 Protection mechanisms.
Violet [GIFF79] Hydra [WULF74]

DFS ISTUR9OI iMax JKAHNSI] 8 Error recovery, and

9 Distributed file systems.

Much of the distributed systems software research has
Mail Transport Systems been experimental work in which actual (prototype) sys- .

tems are built. However. further work needs to be done in ;.
Smalltalk [GOLDS0] the evaluation of these systems ir, terms on the problem
Grapevine (BIRR81| domains they are suited for, their performance, etc. This

work is valuable because many research proposals are
The (4) after UNIX indicates that there are at least 4 integrated into an actual system and it is important to
extensions to UNIX for distributed systems including know how well they coexist.
LOCUS and those extensions done at Bell Labs, Berkeley
and Purdue. Of course there have also been investi3ations carried out

independently of a particular system. This work is also
treated in the discussions below. Overall, we feel that All

2.1.1 Programming Languages - Languages for distri- the above issues arc still unresolved in the context of NOS,
buted systems, in general, contain message-based DOS, DPOS, and programming languages for distributed
mechanisms for process communication and syn- systems and merit further work. In the remainder of this
chronization. Though most extant distributed sys- section we briefly treat each of the above research topics
tcms have been programmed using ad hoc modifi- using examples from current research.
cations to sequential languages, concurrent
languages based on shared variables for process 2.2 Struciuring Distributed Systems
interaction are becoming more widely available. It seems attractive to structure a system based on the phy-
Such languages provide high-level constructs for sical structure of the model associated with the problem.
the specification of processes and the interaction One of -he advantages is that this utilizes the concurrency
between pro,. .ses. Languages such as Concurrent in the problem in a fairly natural manner. Programs writ-
Pascal [BRIN75], Modula [W1RT771, and Mesa ten in functional languages and implemented on data-flow
[MITC79| belong to this category. In these, pro- architectures are amenable to this structuring [COMP82). .
cess interaction is via resource sharing controlled by Chang [CHAN79) has also described some graph algo-
mechanisms based on the monitor concept rithms using this approach.
[HOAR741.

The resource-server model in conjunction with object-
Although the shared variable based approach is approrri- orientation also appears to be conceptually attractive.
ate for processes in a network which interact relatively There has been considerable work on both centralized
infrequently, it is not suitable for programming systems in !WULF74, WILK79. KAHN81] and decentralized
which physically distributed processes cooperate and [JUNE78, POPESI. STANS21 object-based systems in .
interact closely in order to perform a single task. For such the context of operating systems and programming
systems, due to the presence of an vnderlying communica- language levels [LISK82. GOLDS0I. Conceptually, an
tion network, a message-based interaction is the most objec' is a collction of information and a set of operations
at;propriate. Languages in this category are CSP
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defined on that information. In practice, some systems distributed systems is then mapped to a route. Names used
treat the term object as simply a collection of information at different levels referring to the same object must also be
with common access characteristics. In either case. objects bound together. Allowing relocation and sharing of objects
seem to provide a convenient and natural model for reduc- causes additional problems. Ideally, names should be -

ing the complexities in distributed operating systems. For bound to addresses and routes dynamically for increased
example, moving a process to another processor after it has flexibility, but this causes a potentially large and excessive
begun execution requires careful treatment of code, data run-time penalty. Broadcasting is often involved in imple-
and environment information. Treating each of these menting dynamic binding of names, addresses and routes.
pieces of information as objects (or possibly the combina- Heterogeneous distributed systems cause additional prob-
tion of them as objects) facilitates their movement. lems (more mappings required).

Typically, associated with each object is a server which Addressing can also be categorized as implicit, explicit,
controls the execution of operations on the object and ser- path-based, or functional. These methods will be described
vices requests for operations on the objects. Moat systems below.
are structured using the so-called resource-server model. The simplest form of connection establishment is implicit

A node in a network is a collection of resources and addressing, where a process can only communicate with
processes, and is typically an autonomous entity. Processes one other process in the system. This is usually the base
outside a node access the processes and resources within a for processes created tr perform a single service and only
node via messages wherecs intra-node communication is communicate with their parent process. Though such a
normally through shared memory (HXDP is an excep- model is appea'ing In its simplicity, it is not flexible
tion). Definition of the structure of a node requires the enough by itself to allow any pair of processes to commun-

specification of a name for a node, the resources and icate. a minimal requirement of a general communication
processes that constitute the node and a set of interfaces facility.
for accessing these processes and resources. The structure Explici7 addressing is characterized by the explicit nam-
of a node could change with time. ing of the process with which communication is desired

As mention, d above, programming languages have started [HOAR78. BRITSOI. This addressing scheme is particu-
addressing this issue, in particular, Argus [LISK82] larly suited for process conigurations in which the output
(where the concept of a "guardian' is introduced), SR of one process serves as input to another. Explicit address-

[ANDRSI] (where the term 'resources* is used) and ing requires a global knowledge source containing the
*Mod [COOK791 (where 'modules' are used ior structur- identity of each process in the system. Some systems have
ing systems). In Argus. a distributed program consists of a predefined names for processes providing system services
set guardians. Each guardian encapsulates a set of and a user accessible table of user process ID's. A coin-
resources which a'c instances rf abstract datatypes. munication mechanism dependent on explicit addressing is
Operations on these resources are controlled by the guar- an adequate basis for a complete communication system.
dian which also provides schemes to handle concurrent as evidenced by its use in the Thoth system [CHER791.
access and systera failure. These issues are discussed in However, explicit addressing by itself is not flexible
detail in subsequent sections. Processes and data within a enough to effectively handle such common circumstances
guardian exist and run on one physical node. In SR. a as process migration in distributed systems and multiple
resource is defineli along with a set of processes' called processes providing a single service.
operations, to access the resource. In 'Mod, a module is Parh-based addressing associates global names with mes-
defined by tne data structure definitions, procedures, sage receptacles. or 'mailboxes*. A process can declare a
processes and an external interface and is thus similar to a mai'box into which messages c.n be receiver! and can
resource in SR. spe-ify a destination mailbox sheri sending a message.

Only by structuring real systems, will the adequacy of the St ch a scheme is used in [GO'3D791 wherein the mailbox
resource-server model become clearer. Only Argus i global to the processes that ise it. Recently. use of a dis-
addresses the issue of failures of n.ides by invoking con- tributed but globally accessiAe memory for process com-
cepts such as locking, atomicity. and checkpointing. con- munication is described in (.ELES2]. 1
copts traditionally applied in databases. The problem of Functional addressing establishes a connection based on
stru;iuring dis~ributcd systcms is uompiiated by the pres- the need to serve or reques: a service. In this case the com-
ence of truly distributed resources such as distributed munication patl- is itself a named entity of the system. For
databases, wherein resources need to be partitioned and the user of a pith. the identity of the process or processes
replicated for achieving reliability and availability (see sec- on the other end of the path is insignificant. What is signi-
tion 3). Node structuring schemes a lopted in the above ficant is that they are providing a service or that they are
languages do not appear to be appropriate for distributed requesting that a service be provided. This scheme is flexi-
database applications. ble because an individual process is not necessarily associ-

2.3 Addressing Distributed Processes and Resources ated with a communication path. and paths themselves
may be passed within messages. This kind of addressing

The addressing issue [SALT18. SCH078, DAV81, was introduced in [BALZ71] and expanded in
BIRR81] in distributed system- !s complicated because [WALD72l. Functional addressing is the underlying con-
names' are used in the context of i0 ma3ny different func- cept used in man). current languages, most notably in the

tions and levels. For example. names are used for referenc- following: PLITS [FELD791 and *Mod [COOK791 where 0
ing, locating, scheduling, allocating and deallocating, error 'port" denotes a path. Distributed Processes [BRIN78] and
control, synchronization, sharing, and in hierarchies of Ada [ADA8OI where "entry" denotes a Path. and SR
names - to name a few. Names actually identify a resource [ANDRg1] where 'operation' denotes a path It is also
in a logical way. then are mapped to an address which in used in the following message-based operating systems:

S
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Accent tRASH81] where *port* denotes a path, and There are two forms of receives: unconditional and condi-
DEMOS (BASK77I. where "link' denotes a path. tional. The unconditional receive, or blocked receive.
Addressing in most languages is static in that the processes blocks the receiver until a message is queued on the
accessible to each process is fixed at compile time- How- selected port. The unconditional rece;ve sacrifices process
ever, some languages, for example. Gypsy [GOOD791 and concurrency by blocking the receiver when no messages 0
PLtTS [FELD79], do support dynamic addressing are queued. It has two variations. Frequently it is desirable
whereby it is possible to interact with a changing environ- to block on a set of paths. The first message received on
mcnt. any of the specified set of paths is returned to the receiver.

This is useful for a serving process awaiting messages from
It should be clear that the various forms of addressing multiple sources. A second, more important variation is the
described above need different kinds of operating system blind unconditional receive. This form of unconditional
support. The complexity involved in providing this support receive blocks on all paths to which the requesting process
and its effect on system efficiency are questions that has receive access [STEM821.
remain to be answered. Open problems in this area
include, what type of name is required at various levels in The conditional receive (or selective receive as discussed in
the distributed system, making the mappings flexible and [RAO80]) introduces a polling capability, allowing the
efficient, how to deal with heterogeneity, supporting relo- receiving process control over the degree of concurrency
cation o0 objects, supporting multiple copies. and h(,w to desired. The conditional receive polh: a (set of) poet(s) for
perform process naming wien processes can move during a queued message. If a message is present it is returned, -

execution. otherwise control is returned with a flag indicating no mes-
sage is available. The conditional receive can be general-

2.4 Communication Between Distributed Processes ized to check for a more complex condition than the pres-

There are three aspects of communication between ence or absence of a message.
processes: primitives u.-,ed for message-passing, techniques Implementing a communication facilty requires the ability
used for buffering messages, and the structure of mes- to buffer messages. Regardless of the buffering technique
sages. used. buffer maintenance introduces the problem of
An essential issue in the discussion of communication resource allocation. There are three basic techniques,
primitives, particularly in a distributed environment, is the port-local allocation, process-local allocation, and system-peee paricularly i global allocation, and a hybrid called port-global alloca-degree to which they provide concurrency betwen cam- tion.-•

municating proces. Communication primitivcs use pro-
cess blocking to achieve synchronization. (See [LISK79]) Port-local allocation, assigns a fixed buffer space to each
for extended discussions on communication primitives.) port [RASH8II. When the buffer space is filled and a

A procedure call can be simulated in a message oriented process attempts to send another mesaage to the port,
approach to process communication with the reply-send there are three alternatives. First. if a flow control option
primitive (also referred to as the remote invocation send is included in thc send primitive, the port can dynamically
ILISK79]). (Consult [NELSgI] and [STANS1I for an expand its size to allow an additional message. Second, the
extended comparison or message-based and remote pro- sending process can remain blocked until space is availableextededcomprisn atmesagebase an remte ro- on the port for an additional message. Third, an error flag
cedure call approaches to communication.) This primitive cn be rt fo th eding pess indican a fl
is commonly used for programming resource-server can returned to the sending process indicating a ful
interactions and hence languages provide higher-level port.
language support for this type of interaction. The remote The process-local allocation technique associates the
procedure call can be implemented either by having a sin- buffer space with ths process rather than the port
gle cyclic process, as in *Mod [COOK79] and SR [KNOT75]. This restricts the total number of outstanding
[ANDR8II for each type of call, by creating a new pro- messages for a process.
cess for each execution, as in Distributed Processes A third resource allocation alternative is to maintain a gl-
[BRIN78] and Argus [LISKS2I. or by programming the bal buffer pool (examples include Rosooe [SOLO791 and
server process with separate receives for distinct calls, as in UNIX [RITC74]). This technique, termed system-global
Ada [ADA80]. With the synchronized send, the sender is allocation, introduces a bottleneck in the system. A viable
blocked until the me-Fage is received hy the destination szlutio n to the two problems mentioned above is to com-

process [HOAR78g. bine the port-local and system-global techniques. The
The reply-send and synchronized send-primitives require port-global hybrid associates a fixed buffer space to each
no message buffering or queueing if only a single process port while reserving buffer space with the system.
has send access to the path. An important aspect of message structure is the typing of
The no-wait send (or asynchronous send as discussed in data within messages. Heterogeneous computer networks
[GENT81 ]) maximizes concurrency between communicat- IANDE71. LEVI77, BACH79I cause proteers because of
ing processes. In this model, the sender resumes execution the different internal formatting schemes that exist. Nor-
as soon as the message is composed and buffeted within mal solutions to the data incompatibility problem include
the coiamunication facility. The no-wait send is the most defining a intermediate "standard" and providing a map-
flexible cf the three send primitives, though it introduces ping to and from the intermediate standard. Further com.
extensive implementation problems. The need for buffering plications arise when there are precision loss and data type
introduces problems fo fl~w and congestion control, incompatibility.
addressed in the following section. Additionally. the sender Additional problems exist for internetwork mappings
is not notified of transmission errors or communication (gateways). including naming [SCH078] and routing.
failure.

Some systems are purporting the benefits of strongly typed
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data within messages (Eden [LAZO81]. CLU [LISK78], single queue is maintained to hold all messages. The
and Accent [RASH811). Strong typing of data provides broadcast and multiple read connections are one-to-many
reliability in general, but in a distributed system consisting connections, associating a set of receivers with each sender.
of heterogenous nodes, it is especially important in ensur- Every message sent on a broadcast communication path is
ing proper conversion of messages across nodes received by every receiver; any message sent on a multiple
[LISK82a]. read path is received by the first process requesting it. The

Another issue under message structure is the length of the broadcast path can be easily simulated by a set of simple

messages. The Roscoe [SOL079]. StarOS [JONE791. paths from the sending process to the set of receivers. The

and Thoth [CHER79] systems have short, fixed-length multiple read path is useful when a set of servers are pro-

messages. This is in part due to the belief that most mes- viding a service, and the service is performed equally well

sages in such tightly coupled systems are short control by any of the servers. A multiple-read path cannot be

messages. Special, synchronous communication paths are simulated with one-to-one paths without additional

provided for large data transfer, such as reading aad writ- management control within the processes performing the

ing files. Medusa [OUST80]. Accent, and CLU [LISK79] service.
provide for variable length messages, and. in general, most Many-to-one connections are provided in the multiple-
protocols for loosely coupled systems support variable write and concentration communication paths. A
length message transfers. Variable length messages are multiple-write mapping is the converse of the multiple-
obviously more difficult to implement due to the buffering read mapping: every message sent by any sender is
problems they induce, received by the receiver. This also can be simulated by

forming a set of simple paths from the sender processes to
2.5 Nature Of Communication Channels the receiver. The concentration path can be used for syn-
The primary considerations in the design of communica- chronization of the set of senders: every message received
tion channels in a distributed system are directionality, is the concatenation of the set of messages from a single
ownership, frequency of use, transference rights, and topol- send by each sender. A message cannot be received until
ogy. every sender has transmitted a message.

Directionality concerns whether or not a single process has Many-to-many paths are combinations of one-to-many and
both send and receive access to a single communication many-to-one paths. The multiple-writeforoadcast
path. If so, the path is bidirectional (or duplex, as used in transmits every sent message to each receiver. A message
TRIX [WARDSO]). Most systems provide only unidirec- transmitted on a niultiple-writenultiple-read path by any
tional (or simplex) paths, in which a process may send or sender is only received by the first receiver requesting it.
receive messages over the path, but not both. In systems A concentrationbroadcast message is the concatenated
providing only unidirectional paths, bidirectional communi- messages from each sender and is sent to every receiver. A
cation can be simulated via a pair of paths. concentrationlmultiple- read message is the concatcnated
Ownership deals with the capability to destroy the path messages from each sender and is received by the first

and terminate communication without consent of all receiver requesting it.
processes with access to the path. Ownership can be asso- The topology of a path is closely related to the transfer-
ciated with the directionality of communication, as in the ence and access rights of processes to the path, and may
Accent system where the allocator of a path automatically change over the lifetime of the path.has ownership and receive access to the path. Current programming languages do not appear to have the P

Frequency of use deals with the limitations on the fre- facilities to specify the above restrictions on communica-
quency a path can be used. The DEMOS [BASK77] and tion paths. However. a need for such facilities is apparent,
Roscoe [SOL0791 systems have a 'reply' path created for especially for the designer of a protected system
the sole purpose of returning a single message. Such a [STEMo2l wherein protection of resources and processes
path is automatically destroyed after it is used once. is achieved by restricting the use of communication paths.

Transference rights concern the ability to duplicate a path, 2.6 Management of Resource Sharing
or opss access and/or ownership rights of an establishedpath to another process. For example, a Process with own- While many resources must be shared in a distributed sys-

ership rights to a path can send that privilege to a receiv- tem, in this report we concentrate on scheduling research

ing process, allowing it to destroy the path or change the (sharing of processors). Most of the iesearch on schedul-
path's characteristics. Transferring access rights can, but ing for distributed systems can be considered 'task assign-
does not necessariy, imply loss of the transferred right. ment' research and can be loosely classified as either

graph theoretic [STON77. STON78a, STON78b.
Topology of a communication path is the set and structure BOKH791] queueing theoretic [CHOW79. KLEI8l,
communicating processes using the path. The topology can AGRA82]. based on mathematical programming
take four general forms: one-to-one, one-to-many, many- [CHU69, CHU80. MAg0]. or heuris'ic [GONZ77.
to-one, and many-to-many. Communication paths that are ELDESO. BRYA8I. CHOW82. EFE82, STAN831. In all
not one-to-one can often be functionally equivalent to a set these cases a task is considered to be composed of multiple
of one-to-one paths, an important issue in examining topo- modules and the goal is to find an optimal (or in some
logically complex path structures. The Process Control cases a suboptimal) assignment policy for the modules of
Language (PCL) [LESS79] provides a complete specifica- an individual task. Typical assumptions found in "task
tion of a wide variety of topological structures of unidircc- assignment' work are: processing costs are known for each
tional communication paths. The terms used below are module of the task. the interprocess communication (IPC)
introduced in the PCL description, costs between every pair of mc-lules is known. IPC cost is

The simple path is provided for a one-to-one connection. A considered negligible for moduies on the same host, and

S



reassignment does not occur. Micros [WITT80] has a unique scheduling algorithm

Other scheduling research has been based on the bidding called Wave scheduling. This algorithm is appropriate for

scheme [FARB73, SMITg0I where specific tasks arc extremely large networks. The Wave scheduling algorithm

matched to processors based on the current ability or the coschedules (assigns) groups related tasks onto available ....
proceors to perform this work. These schemes are subop- network nodes. The scheduling managers themselves are

timal, but are more extensible and adaptable than many of distributed over a logical control oligarchy and send waves

the other approaches. However, the cost of making and of requests towards leaves of the control oligarchy
acquiring bids may become excessive, and the factors to attempting to find enough free processors. In fact more

use in making the bids have not been extensively studied. processors than required are requested because some parts
of the control oligarchy may not be able to supply the

Other research in scheduling on networks has been per- necessary processors. This is a form of probabilistic
formed in the context of operating systems. We now dis- scheduling. 0
cuss some representative examples. Finally, there is a similarity of some of the above described

The Distributed Computer System (DCS) [FARB73] was scheduling research and -,scarch in routing algorithms.
the first system to perform a form of dynamic load balanc- For examples, see [MCQU74, GALL77, SEGA77].
ing using a bidding technique. This system used percen-
tage of available memory as a load indicator. Incoming 2.7 Decenralized Control
jobs are then routed to processors with the most memory Depending on the application and requirements, decentral-
available. Information concerning ourrent system status is ized control can take on various forms. Although research
gathered by means of a broadcast message. However. no has been active for all types of decentralized control, the
analysis, comparisons or measurements were performed to majority of the work is based on extensions to the central-
determine the effectiveness of this scheme. ized state-space model and can be more accurately

StarOS [JONE781 is a message-based, object-oriented described as decomposition techniques, rather than decen-
multiprocessor operating system. StarOS has been imple- tralized control [CHAN69, FU70. JARV75, CHAN75,
mented on the Cm* multi-microprocessor. StarOS is one AOKI7g, HO0]. In such work large-scale problems are - "
of two experimental operating systems for Cm* partitioned into smaller problems, each smaller problem Ji-
[SWAT 177]. The other is Medusa and is described next. being solved, for example. by mathematical programming
One main idea of StarOS is the task force, a large collec- techniques, and the separate solutions being combined via
tion of concurrently executing processes that cooperate to interaction variables. inn interaction variables normally
accomplish a single task. The structure and composition of model very limited cooperation. See [LARS79] for an
a task force varies dynamically and it is the unit for which excellent summary of these types of decentralized control
major resource scheduling decisions are made. Even (decomposition).
though StarOS is designed for a multi-microprocessor. we A number of surveys relating to decentized control havebelieve that the task force concept could also be used for also appeared including [SAND78]. Th surveys note

more loosely coupled distributed systems. The scheduling the unclear meaning of optimality for dct control
function itself is divided between processes which are and hypothesize the need for a completely diffe
called schedulers, and a low-level mechanism called the approach. There has also been proposed a novel structure
multiplexor. The schedulers decide which environments for decentralized control based on the concept of a
are to be loaded and the multiplexor performs the actual "domule" which is a combination of a decision agent and
loading. As far as we know, only very simple scheduling its subsystem model [TENN81a.b]. Using this concept,
algorithms were implemented. interesting heuristics are proposed for decentralized con-

Medusa [OUSTS0 is an attempt to capitalize on the trol, but these are also largely based on decomposition.
architectural features of Cm'. Medusa is implemented as Two forms of decentralized control are more appropriate
a set of Utilities (OS functions), each utility being a task to our current discussion: decentralized control that arises
force (task force has the same meaning as described above in distributed databases, and decentralized control that
for StarOS). Each utility contains many concurrent, arises for stochastic replicated functions, such as routing
cooperating activities. Load balancing is done by automati- and scheduling. By replicated functions we mean that the -

cally creating new activities within E. task force to handle decentralized controllers implementing a function are
increased load and automatically deleting activities when involved in the entire problem. not just a subset of it. In
the load is reduced, by coscheduling (an attempt to have distributed databases concurrency control algorithms are
different activities of the utility executing simultaneously sometimes implemented as decentralized control algo-
on different hosts), and by pause time (a short time in rithms Solutions to this problem are known. However, in
which the context of a process remains loaded after an the most general form solutions to decentralized control of

P interrupt to determine if it will be reactivated). The pause stochastic replicated functions are not known, e.g., Team 3
time concept is supposed to reduce context swaps. theory [HO801 and various forms of control theory all fall
The *domain structure' operating system directly addresses short in dealing with this problem [STAN82]. Some prel-
the scheduling and movement of individual processes. It iminary work has been done in this area of decentralized
does this by describing the structure of domains necessary control for stochastic replicated functions (LELA80,
to facilitate movement of processes that are in execution. STAN83]. Possible approaches might include the use of
However. the scheduling algorithms are completely heuris- random graphs, decision theory [RAIF61. LIND81]. deci-
tic and contain weighting factors which are left unspeci- sion theory under uncertainty I HOLT7 11, stochastic learn-
fled, presumably to be tuned as system parameters. ing automata [NARE74. GLOR801, and Bayesian deci-
Interaction between processes and scheduling decisions sion theory [WINK72. STAN83].
taking ihese interactions into account is not discussed.

2.8 Protection Mechanisms

0
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The notion of capabilities, an often occurring notion in the system where deadlook avoidance is used. Here. functions
area of protection, was first introduced into an operating provided by the utilities (OS functions) are divided into
system by Dennis and Van Horn [DENN66). Systems service classes such that (i) a single utility provides all the
employing a capability mechanism view all data as services in each class, and (i) there are no circularities in
strongly-typed objects which are distinguished from one the dependencies between classes. Furthermore, each util-

another by unique identifications. A capability consists of ity must contain separate pools of resources so that it can

ar. object identifier and a set of access rights, which allow provide independent service to each class. These conditions
the manipulation of the object with a subset of the opera- avoid the deadlock problem. More work is required for all

tions defined by the object's type. Capability-based pro- approaches to deadlock in distributed systems.
tection mechanisms are difficult to implement. Once a pro- Now we examine specific cases of deadlock. The blocked
cess obtains a capability it is essential that it not be able to receiver problem occurs when a receiver blocks on an
modify it. Capabilities may be stored as C-lists. as with unconditional receive and no message is ever delivered to

the Intel 432 [COXSI]. or as tagged memory. as with the the process. Unexpected process destruction is the most
IBM System/38 [BERSg0]. The C-list scheme stores all likely candidate for causing a blocked receiver problem.
capabilities in separate capability segments. A major dif- The IPC facility must take responsibiiity for notifying
ficulty in the use of capabilities is the separation of data other processes attached to the destroyed process. The IPC
and capabilities. Tagged memory requires each unit of facility should notify the receivers connected to the com-
data. 32 bits in the case of the System/38. to be tagged to munication paths to which the destroyed process has send
indicate whether it is a capability or not. Tagging presents access. Processes with send access to a port connected to a
a large overhead for memory. See [LEVY8I I for a com- destroyed receiver should be notified on the next attempt
plete description of capability-based architectures, to send a message.

Object-orientd systems such as CAL, Argus [LISK821. The deadlock problem is a direct result of blocked or des-
CAP [NEED78]. Hydra [Wulf74]. and the Intel 432 asso- troyed processes preventing further communication. If
ciate groups of objects with modules. A process within a blocked receivers time-out and senders are properly noti-
module has the right to distribute access rights, in the fled. deadlock cannot occur. If either of the features is not
form of capabilities, to processes outside the module. The included in the communication facility, it is necessary to

protection of an object is controlled by the distribution of actively detect deadlock.
capabilties by procse within a module. Programming language designers have only recently
Encryption is one essential ingredient of a protection started paying attention to the specification of actions to
enforcement mechanism in distributed systems. It is used be taken in the event of a failure. An often adopted solu-
to authenticate messages exchanged via the communica- tion to exception handling is a time-out, in which the
tion medium [NEED78]. processes indicate a specified time limit for waiting. A

Protected distributed systems entail a certain amount of sending process specifies the time within which it expects
overhead in that each access needs to be checked. Schemes its message to be received whereas a receiving process
that minimize this overhead require further investigations, specifies the time within which it expects the next message

But for a few exceptions [LISK82], current programming to arrive. When the time limit is exceeded, control returns

languages do not have facilities for specifying protection to the proes.s concerned with a message indicating the

requirements. However. in object-oriented system, users time expiration [ADA80, LISK82]. In PLITS [FELD781.

should he able to specify requirements for protecting their the notion of transaction keys can be used to notify
own objects from each other as well as from other users. processes about errors. For instance. a process can be pro-

grammed to wait for a message by transaction key only.

2-9 Error Recovery without specifying the source of the message. Thus.

Exceptions in distributd systems can occur due to data failure of a sending process can be intimated to the receiv-

transmission errors and process control errors. Data ing process by using the appropriate transaction key.

transmission errors, including lost meh.ages, the receipt of Also. in Argus ILISK821 the notion of atomic action is
garbled messages, duplicates, and misdtr~ct-d messages used to cope with errors. An atomic action appears to a
should be transparent at the process level. It is the rspon- user to have been executed in exclusion and thus gives
sibility of the communication facility and its underlying users the facility to progranr remote procedure calls with
protocols to ensure reliable, error free data transmission the exactly once semantici Their implementation requires
across communication paths between processes This facilities for looking and unlooking data items such as
requirement results in all remote procedure calls having an those available in databases. Recovery and roll-back to
exactl, once semantics whereby a call terminates after the some previous system state may be another option. In
called procedure has been executed exactly once in spite of [RUSS80] a set of primitives are proposed for state res-
system failures. toration in distributed systems.

Process control errors take the form of processes involved An entirely different approach, still in its infancy, to deal-
in a deadlock or a livclock. and destroyed processes ing with errors *n distributed systems is to construct
(including node failure). The deadlock problem has been probably-correct systems from the start. Gypsy [GOOD79]
studied in various contexts. See [ISLOg0] for an excellent facilitates the development of formally correct programs
survey of deadlock in centralized systems. Additional along with cxccption-handling mechanisms. Proofs make
work has bcen published for distributed systems but it is use of the history of message passing in the system.
largely concerned with resources in distributed databases Several proof methods hase been prooosed for CSP pro-
Little has been s, ritten about deadlck in the context of grams [APT l. CHAN81]. Proofs for the absence of

deadlock in distributed systcms can be found in
NOS. DOS and DPOS's. One exception is the Medusa [CHAN791. Proofs of s)iens structured using the
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resource-server model are presented in [RAMA82]. The Many of the open issues for distributed file systems arc the
issue specifying and proving-network protocols have also same as for distributed databases (sec Section 3). These
been receiving attention. Some of the approaches are based include how to maintain the atomic property in the pres.
on history variables associated with message passing ence of crashes and other failures, support of multiple
[GOOD791 or on state machine models [BOCH78]. copies, concurrency control and deadlock resolution. Other
Recently techniques based on temporal logic MELLSI I issues include directory assignment, replication and parti-
have also been investigated. These attempts have to be tioning, where to divide the responsibility between file
further developed before thuy can become practicable for servers and clients, and whether or not to embed the distri-
constructing correct distributed systems. buted file system in the operating system.

2.10 Distributed File Systems 3.0 DISTRIBUTED DATABASE MANAGEMENT

Research in distributed file systems can be considered as In this section we give a brief survey of the current
providing an important but only incremental step in stab- research associated with the development of general pur-
lishing integrated distributed computing systems. Three pose distributed database management systems
representative distributed file systems are now briefly (DDBMSs). Rothnie and Goodman [ROTH77] state that
described. 'distributed database management is an attractive

approach ... because it permits the database system to act
The Xerox Distributed File System (DFS) [STUR801 is conceptually as a centralized system, while physically mir-
used as a basis for database research. The DFS is based roring the geographic distribution organizations...' Some of S
on a server model where multiple servers may cooperate to the potential advantages of distributed database manage-
service a single transaction in an atomic fashion. Multiple ment systems are: easy access to geographically distributed
files may be involved in a single atomic transaction. To but logically integrated data from a single site, increased
provide high concurrency, DIS provides fine-grain looking reliability and availability, faster data access, and incre-
at the byte level. Access control is provided by an authen- mental system growth.
tication server that is based on capabilities. File replication
is not supported. Users access the DFS through programs 3.1 Background
called clients that run on the user sites Thc DFS The transaction concept has emerged as an abstraction
approach to distributed file systems is sometimes called the which allows programmers to group a sequence of actions
client-server model. Overall. DFS gives the illusion of a into a logical execution unit. If executed atomically. a
single. logical file bystem. transaction transforms a current consistent state of the

The Felix file server [FRID8l is designed to support a database into a new consistent state [ESWA7611. The
variety file systems, virtual memory and database applica- virtues and limitations of the concept are described iii
tions. It is the only storage component in the system. An [GRAY79]. It is the job of the transaction processing
atomic transaction in Felix may involve single files or a set component of a DDBMS to preserve atomicity of transac-
of files. A highly flexible mechanism for file sharing is tions. In order to do this, protocols for resolving data
supported by using six access modes (read copy, write access conflicts between transactions (concurrency control
copy, read original, write original, read exclusive and write protocols) and protocols for recovering a consistent state of
exclusive). The level of locking granularity is the block the database in spite of user errors, application errors, or
level. Access control is based on capabilities and no file partial system failure (processes, nodes. links. etc.) are
replication is supported. Felix is also based on the client- necessary [KOHL8II. There is general agreem-n. that
server model. the logical structure (system architecture) of a distributed
LOCUS [POPE8I] is a distributed rile system that is database management system can be described by Figure
application code compatible with UNIX [RITC74]. In I The four basic component, are transactions. transaction
contrast to the above two systems LOCUS does support managers (TMs). data managers (DMs), and data. A
file replication. A centralized ynchronizztion mechanism description of this model can be fouvnd in (BERNgla].
is used to maintain mutual consistency among replicated
files as well as to synchronize multiple accesses to shared
files. LOCUS continues to operate even though there is
partial system failure or network partiliunint. A .ncept
based on version vectors is used to resolve conflicts at sys-
tem recovery time. LOCUS is not designed as a clieni-
server model but as a file system integrated with the rest
of the operating system.
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3.2 Synchronization (Concurrency Cont ro;; Any "new" methods for concurrency control are expected
Bernstein and Goodman [BERNSIa, BERNS2a. to be combinations and minor variations of known

BERNR2b] have developed a unified framework, called methods. so research aimed at discovering "new" methods
serialiabiluty theory, for analyzing thc corcte~ ofcn is unlikely to be succsful. However, even though many

*currency control algorithms and have shown that most of variations are known, little is known about how the choice
the commonly known methods can be understood using a of a scheme will affect system performance. Some simi.,la-
few basic concepts: read-snt and write-set, schedule, serial lion and qucueing studies have compared performance, but

*schedule, legal schediule, conflicts. dependence: reiation. the results are still inconclusive. In fact, since the models - -

renld-write i, nfliiAt, write-writs uunfliut, se-rialitsablr used in the studies have not been validated their results are
schedule, and equivalence of schedules. See the listed limited. Several experimental studies involving testbed sys-
references for definitions of these terms_ temns are either underway or planned. The results from

these studies should be helpful, but it is unlikely that oneThe theory partitions the synchronization problem iIto two approach will always be the bes t due to the wide variety
independent sub-problems: read-write and write-write syn- of applications and system structures. These studies should
chronization. Each concurrency control scheme is a y"- provide enough evidence to determine if the choice of con-

bination of policies to solve the sub-prcolems and each pal- currency control algorithm has a primary or secondary
icy can be implemented using combinations of mechan- inpact on performance compared with other factors

sms. The three major classes of €onctrrncy control poli- [BALTB21.
cies are: looking 2-phase looking), timestamp orderdns and
validation (also called she optimistic approach). There is The correctness o f a concurrency control algorithm is
also a variety algorithms so support each of these policies, judged by the srianliblity of all the schedules allowed in
Several hundred variations have ben identified for the dis- the scheme. That is, if all the legal schedules of a scheme
tributed environment jBERNlsa, BERNS2a] and we will are erializable, then the scheme is correct with resect to
make no attempt to list the very large number of researoh the serializability requirement.

papers which have been dedicated to the study of this Serializability reprents the strongest degree consistency.
topic. Some applications may ruire only lower degrees of

chronization.~~ ~~~~~ Eahcnunycnrlshm sacm rvd eog vdnet eemn ftecoc fo
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consistency by allowing, for example, reads from multiple 4 Deadlock Detection. The detection mechanisms
objects without concern for time consistency between the are mostly based on finding cycles in a transaciion
values read. Gray has defined degree 1, degree 2, and wait-for graph (TWFG). The nodes of the graph
degree 3 consistency [GRA7?1, with degree 3 being the represent the waiting transactions, and the directed S
strongest. Systems that set read and write locks but edges indicate for which transactions a given tran-
release read locks before the end of the transaction are saction is waiting. When cycles are detected, they
degree 2. They may have problems due to unrepeatable are broken by choosing victims to be rolled back
read. Systema that set no read locks at all are called and restarted. This mechanism seems to have
degree 1.) Gray suggests that the performance penalty of greater popularity than other mechanisms. How-
degree 3 consistency is small and consequently lower ever, in distributed systems a global transaction
degrees of consistency are a bad idea. wait-for graph (GTWFG) must be constructed to

detect deadlock involving two or more nodes. The
3.3 Deadlock Resolution GTWFG is maintained by exchanging messages

Within database systems, deadlock is a circular wait-for among the nodes, causing additional comunnication
condition which may arise when a locking scheme is used overhead and delay. When a detection mechanism
for concurrency control. It may occur among a set of is chosen, some other decisions have to be made by
transactions as a result of the decision to wait for a lock the designer:
because of lock mode incompatibility between the granted o Detector organization: centralized detector, distributed
lock and the request. The circular wait-for condition detectors, or something in between. e.g.. hierarchically
prevents any transaction from proceeding unless one or organized detectors with a detector for a cluster of nodes
more of them are chosen as victims to be aborted. Most of and a higher-level detector for a cluster of detectors.
the concurrency control schemes using locking with delay
incorporate a deadlock resolution mechanism, but a o Detection initiation: is detection made periodically using
deadlock-free looking policy can be designed using a predefined time parameter, is initiated every time a tran-

deadlock avoidance or prevention mechanisms as well. saction has to wait. or when any suspended transaction has. .

We classify the mechanisms into four categories. More dis-

cussion of these approaches can be round in [MENA79, o Failure resiliency: establish backup for a centralized
cuaon ofthese aproaches canE , beT found .detector and activate when oentralized detector fails.
OBER82, CIIAN82, ROSE78. KORT82. ANDR82I.

The importance of an efficient detection algorithm for per-
I Time-out. One of the simplest ways to resolve iormance and which is the best approach are issues which

deadlock is to specify a maximum wait time, and have not been adequately resolved. It clearly depends on
roll back the transaction which is waiting if the the average frequency of deadlock in the database applica-
time expires before the request is granted. tion environment. A study by Gray [GRAY 1] showed

that the frequency of deadlock goes up with the square of2Deadlock Avoidanice. Deadlock ,:an be asoided by
requirirg each transaction to proclaim all the multiprogramming level and the fourth power of the tran-

objects to be accessed before execution. In this saction size.

case, if a lock request cannot be granted, all 3.4 Recovery (Failare Handling)
requests arc aborted before execution begins. It is the responsibility of the DDBMS to insure that tran- --

3 Deadlock Prevention. As an example of a preven- sactions are atomic in spite of user errors, application _
tion mechanism, we discuss briefly two protocols errors, or partial system failures. This means that if a
proposed by Rosenkrantz and SesArns [ROSE78] failure occurs to prevent the successful completion of a
which use timestamps to define a priority. That is, transaction, all database entities that the transaction modi-
an older transaction (one with a smaller times- fled must be restored to their state prior to the transaction.
tamp) has higher priority than a younger transac- The same mechanism is qed by the concurrency control
tion. The basic philosophy is that an older transac- scheme to roll back one or more transactions to resolve
tinn i- favored when conflicting with a younger deadlook. This rollback is normally achieved by using a .
transaction on the assumption that it may have "shadow paging' mechanism or a *write ahead log*
already used more resources and thus more cost [TRAI82b]. Operating system support is needed to make
will be paid for rollback and restart. these mechanisms more efficient-

o Wait/Die Protocol: If the requester (of a lock) is older Protocols for preserving transaction atomicity are called
(smaller timestamp), then it is allowed to wait: otherwise, commit protocols [SKEE811. They are used to insure the
it dies (die means rollback and restart). completion (commit) or rollback (abort) of the actions of

o Wound/Wait Protocol: tht requester is older, then the a transaction at all sites. When multiple sites are involved,

requester wounds the conflicting younger transaction, oth- the question of site autonomy arises [LINDSOLI. Is is well

erwise. the requester waits. 'Wound" is an activit i known that when the common two-phase commit protocol

which the requester sends messages to all the nodes the i a site loses its autonomy to independently roll back
younger transaction has visited saying that it is wounded once it enters the the second phase of the two-phase proto-
and the schduler w'll abort a wounded transaction if the col. Skeen calls this a blocking protocol because a site

and he cheule wil aorta wonde trnsatio ifthe failure under certain circumstances may leave operational
transaction has not initiated termination. If the younger

transaction is terminating, i.e. in two-phasc commit stage, sites blocked waiting for the failed site to recover. He has . ,

then the wound message i, ignored to save some unneces- proposed an extension, called a three-phase commit proto-
Fary rollback/restart, col, which has the property that it is nonblocking if certain

assumptions about the system behavior are true. The non-

See IROSE78, KOHLg] for more details, blocking property is achieved by using additional
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messages. More research is needed to evaluate if the application programmer or the operating system should
assumptions on system behavior are realistic and if the control the placement of data at a particular site. Also. if
performance penalty of the additional messages required the location of data is known, then it should be possible to
by the third phase are worth it. use this information to improve performance.

While there has been some recent research on recovery 3.7 t

protocols and rollback mechanisms, an adequate theory
and formal model for recovery in a distributed system has The original transaction concept did not provide the ability
not yet been formulated. More research is required to to nest subtransactions within a transaction in a hierarchi-
address this and related problems of failure detection, net- cal manner. However, the nested transaction model pro-

work partitioning, and node restart and integration vides a more flexible abstraction for many applications

IGARC82]. [GRAY79]. Since subtransactions may fail independently
of the parent, the parent may survive by retrying another

3.5 Data Models Supported subtransaction. Moss [MOSS82]. Reed [REED71 and

By restricting the choice of data model, there is more others have proposed ways to extend concurrency control

potential to optimize performance. The relational model schemes to nested transactions systems, but these have not

has been the choice of researchers in DDBMS's. One rea- yet been implemented and evaluated in a general purpose

son is the opportunity for optimizing query processing by system.

decomposing the query into subqucries which can be per- 3.9 Distributed DirectorylDictionary Management
formed at remote sites [BERN8Ib]. The choice of a
decomposition depends on the processing costs, the com- General purpose distributed database management systems
munication costs, and the data distribution. There contin- require a directory/dictionary (catalog) to help manage

ues to be some interest in developing optimal docomposi- the database ILIND80a]. The directory/dictionary con-

lions which minimize the processing and communication tains the definitions of the physical and logical structure of

costs [CHU82]. However, even with a very simplified the data as well as the rules for mapping between the two.
model of the distributed database ar d of the cost of pro- The directory also contains the local names of all resources

cessing a query, the costs of computing an optimal solution - relations, files, programs, nodes, etc. - and the addressing
are large. Experimental work is needed to test the suitabil- rules for locating them. It can be thought of as a special-
ity of the model and the real savings before the utility of ized distributed database system and as such can be imple-

this research can be evaluated. mented in a wide variety of ways: redundant vs. nonrodun-
dant copies, centralized vs. partitioned. etc.

Due to the large number of existing DtMS's. a very prac-

tical problem is how to map between them or how to pro- The directory/dictionary problem is not unique to
vide a single intermediate model which will enable an DDBMS's. The problems of defining, naming, and locat- 
application to access heterogeneous systems. The research ing objects is central to the distributed programming _

tread seems to be towards higher level non-procedural environment (OPPE8Il and has been discussed in Section

semantic data models IHAMMgl]. There is also interest 2.
in integrating database support into the operating system. 3.9 Typi Applkoatons

3.6 Data Replication and Location Transparency Real-time. interactive transaction processing is the "typi-

In order to enhance data availability and reliability, it is cal' application for a general purpose DDBMS. But the

desirable to support the replication of critical data at mul- characteristics and reuirements of these systems are
tiple sites. Data replication can be implemented by defin- vague. How much data is required in the entire database?

ing two levels of abstraction [TRAI82a): database entity How much data is required by a single transaction? What
--> database objects, and request -- > actions. Requests percent of the data is located locally vs. remotely? How

and entities are the elements in the highet level abstrac. many sites will a transaction need to access? What percent

tion. These are implemt.,ted by actions on one or more of transactions are read-only vs. update? What is the pro-
physical copies of the data. When data is replicated. it bability of conflict with other concurrent transactions? The
should be transparent to the end user to avoid problems of lack of adequate answers to these and many other question
inconsiste,-cy which the user might introduce if updates makes it iript. ibls tu deifne a "typica! workload ard

were improperly done. application.

The high cost of replication in terms of increased delay 3.10 Prototypes and Tesibed4
and storage requirements makes the fully redundant case The best known DDBMS prototypes are SDD-l
impractical in most situations (GARC79b. BARB81]. tROTHS0]. distributed INGRES [STNE77]. and R*
Many applications would prefer to have those parts of the [LIND0b). However. none of these systems meets all of
database which have a high read-to-update ratio replicated the goals of a DDBMS [TRAI82a] and little has been
at the sites from which access is frequent- For the majority published regarding the operational performance of thes
of data, replication is not expected to be cost effective.
Where it is justified, the number of redundant copies will
probably be sme:l (two or three copies). A simple parti- In order to compare ard understand the tradeoffs involved
tioned database where the sites and network are reliable in the design DDBMS' . a more flexible experimental
should be adequate for many applications, approach is needed These systems, called testbeds.

Knowledge of the physical location of the data should not emphasize modularity apd flexibility so different algo-
rithms and strategies can be easily "plugged in' and com-

be required by the end user. This can also be supported by pared They must also be architecturally similar to realthe two-level abstraction mechanism (TRAIS2aI. How- ae hyms lob rhtcual iia ora
systems in order for the experimental results to be mean-

ever, there is some disagreement over whether the
ingful. The DDTS project at Honeywell [El.HA8)] is an



example of a planned testbed sytem for DDBMS experi- I Distribution of Control: Decentralized control
mentation on a wide variety of issues- data models, multi- algorithms for various functions of operating sys-

schema architectures, user interfaces, semantic integrity, tems are needed, especially those concerned with a

data translation, data allocation, transaction optimization. high degree of cooperation between decentralized

concurrency control, and reliability and recovery The controllers- Investigation of scheduling concepts

CARAT project at DEC/UMASS [GARC83] is an such as bidding. clustering. coseheduling, pause
operational testbcd system where the focus is on tht. issues time, wave scheduling is required. The use of vari-

of distributed concurrency control, deadlock detection, and ous mathematical models such as adaptive control.
crash recovery, stochastic control, statistical decision theory, and

4.0 CRITICAL RESEARCH ISSUES stochastic learning automata for dealing with
uncertainty, inaccuracies and delay in distributed--- -

Identifying critical research issues is a difficu't task systems is also necessary.
because presenting them at too high or low a level renders
them meaningless. Therefore, we attempt to present the 2 Distribution of Processes and Resourcer: It is an
issu-' at an intermediate level accompanied by some open question on how to distribute proocs that

specific examples of open questions, cooperate to execute a given task. This would

Broadly speaking, further research needs to be carried out affect the topology of the resulting network of

in all the areas we have dealt with in detail earlier. The processes and the manner in which individual nodes

current state of the art is such that different proposals are designed. A crucial question is whether move- -

exist for solving, albeit partially, some of the problems, but ment of processes in execution is worth it and what

not much is known about their appropriatenss. efficiency the best means to implement such movement is.

and applicability in a distributed environment and the Tradeoffs between static ant dy,tamic allocation of

tradeoffs that they entail. Hence, there is a need for the resources should be invrstigated. Directory assign-

following: ment, replication and partitioning should also be
addressed. For clicnt-server models of distributed

I Theory: A theory of distributed systems needs to be file systems, where do we divide the responsibility

developed in order to deal with issues such as com- between file servers and clients? When should dis-

plexitj theoretical limitations, and semantics. For- tributcd file systems be embedded in the operating
maliasM for disaibused comGsuwatrie (bosh for system and when shoud a file server model be

specifications and for analysis) are required. These used? How should the operating system itself be

formalisms should be able to handle failure-prone distributed?

systems also, since -.rror-recovery is one of the cru-
cial aspects of distributed stcems. 3 Protection and Secuity: Specification techniques
a afor the protection requirements within a node and

2 Specification. There is a need to design languages between nodes are needed. Models for protection

that provide for the specification of a number of are required. The problems with revocation of

features which were. so far, entirely the responsibil- access rights in a distributed environment must be
ity of the underlying operating system. These solved. Schemes for implementing protection

features include data and control distribution, requirements in a communicating failure-prone

choice of communication primitives, protection environment are needed Ecryption of mesages

requirements and error-recovery, for secure communication and in-cgration of secu- 0
rity and protection must be further addresd.

3 Design. Experimentation and Evaluation- Design

methodologies are needed for distributed systems. 4 lnter-Process Communication: Specification of

There is also a need to emphasize the integration variots aspects of communication paths. such as,

of the various solutions to distributed system prob- dircctionality. structure or messages. ownership and

lems. The experiments should be geared towards access rights should be possible. Given the useful-

building a core of knowledge pertaining to the ness of different types of message primitives, users
issues that are relevant to such systems. One of the should be able to choose and specify the one

motivations behind these experiments should be to appropriate for a given situation. Since there are a
obtain performance measurements that can be used number of schemes for addressing processes and

to evaluate the different proposals. Thus moelling, resources, each requiring differing operating system
simulation, and proof techniques should be support and each providing differing levels of iran.

developed to analyze and evaluate the experimental sparency and flexibility, the efficacy of the address-

systems. Obviously, not every solution will be ing schemes needs further invetigation.

appropriate for all situations Hence the evaluation
of the various proposals should also be directed 5 Error Recoverv: A more comprehensive theory as

towards uncovering the assumptions under which a well as realistic and practical schemes for error

particular scheme performs well This is especially recovery are required. Overheads introduced by

important in practice, since in the future. distri- fail-safe systems and the trade-offs that such

buted systems arc bound t7- be used both for schemnes entail must be investigated. How effective

special-purpose as well as general applications, is decentralized control as an aid in providing error
senowil-puoe as trecovery? Is the nested atomic action the appropri-

We now list some of she important open questions that ate programming abstraction for ihe high level pro-
should be addressed in terms of theory, specification. granimcr? Can it be efficiently supported? Issues

design. experimentation and evaluation, related to network partitioning and slo degrada-

tion of the working of nodes in a network is a fairly
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ISSUE SUMMARY FOR HIGHLY PARALLEL ARCHITECTURES

by

James C. Browne

University of Texas
Austin. Texas

i.0 OVERVIEW simply cannot be accomplished in a reasonable manner for

This paper is a draft working paper for the Panel on arbitrary problem-architecture pairs when the architecture

Highly Parallel Architectures of the NSF Information has limited communication geometry. Thus, there will be
Technology Workshop. The material given is largely taken requirements for architectures realizing a variety of
from an earlier paper discussing the issues of parallel com- models of parallel computation. The research problems
puting raised at the April 1982 Workshop on Parallel include the determination of the applicability of problems

Computing held at NYU under the sporsorship of the to models of computation.

DOE Laboratories. All parallel architectures will require trade-offs between
The positions and opinions expressed herein are at this synchronization costs. data communication costs and flexi-

point entirely the responsibility of the author. There are bility of the mappings supported. This is a research issue
several main themes. The first is that parallel computing is where experimentation is needed.
the issue and not just parallel architectures. The memory and I/O systems for parallel architectures --

The potentially great advance in computational power have received very little attention beyond simple theoreti- P ..

available from parallelism will only be realized when the cal models. Serious analyses and/or experimental work in

rarallel architectures are clothed in all of the software, these areas is almost totally lacking and is a probable short

methods and algorithms and interfaces which will make range bouta.e.l. for highly parallel architectur. The

them usable. The spectrum of problems in parallel com- necessity for many independent 1/O streams and manage-

puting spreads all the way from component technology to mcnt of them have hardly been considered.
programming environments. The second major issue is the 2.3 Software"

need to close the gaps between theory, architectures and
applications. Operating systems, programming languages and program-

ming environments for many-processor architectures are in
It is now possible to design and implement powerful chip- a very primitive state. There are a few multi-processor sys-
level functional units based on specific algorithms with tens but litle serious attention has been given to the prob-
fixed dimensionality. It is vital to be able to construct lems of extrapolating their operating system architectures
models and theories of computing which isake these build- to large numbers of processors. The languages available
ing blocks truly useful to a broad spectrum of problems. for parallel progrumming have not had sufficient use to
The third main theme is that the principal reason for pur- establish a basis for evaluation. Most of the ;anguages with
suing parallel architectures is to attain levels of perfor- parallel programming constructs were designed for system
mance which will enable us to explore and exploit applica- programming and management of only a small number of
tions of computers not feasible without very much higher processes.
performance.

Programnang environments for parallel computing are
T sn w i palmost only gleams in researchers' eyes. One critical qus-
computing from distributed computing which feces an tion which must be addressed is migration from serial to
esentially similar et of logical .srohlems to parallel archi- par le! rchitectures. It is not plaiusible to expect a restart
tectures. This mapping is very much more complex than from scratch to apply parallel architectures.
mapping to sequential architectures. It may bc the mst
diflacult problem of all. 2.4 Algorithms And Problem Analysis

2.0 SPECIFIC PROjNLEM AREA This is again a critical issue. The need is not only for

2.1 Components methods but for education. Parallel thinking is far more
2. ocrucial than parallel architectures for effective application
The ability to design and fabricate chip level elements has of parallel computing. This requirement spreads across all
vastly outstripped the technology for packaging and applications from expert systems to weapons design. It is
integration. The crucial problems are distance, heat dissi- the area where the longest time and greatest total effort
pation and communicztion. The communication problems will be required.
are discussed in a general cotrtext in Section 3.4. 3.0 GENERAL ISSUES FROM A SYSTEMS PER-

2.2 Architectures SPECTIVE

There is a vast proliferation of proposals for highly parallel Parallel computing adds three significant issues to those
architectures. The crucial point is that no single classical faced in sequential computing: communication between the
model of parallel computation will be most effective for all parallel process es, synchronization/sequencing (S/S)
problems. The mapping of problcrs to architectures among the parallel processes and problem decomposition

_e



where the number of processing elements does not equal common to all architectures with a number of processors
thc dimension of the natural structure of the problem or between I and n ahcn n is the largest number of computa-
algorithm. The first two of these issues have been much tions which can be executed in parallel in an algorithm. It
studied in the context of operating systems and more is illustrated by the data movement overhead incurred by a A
recently in the context o 6ata base systems. There has systolic array processor of dimension n for multiplying

been recent attention from computer science theorists from matrices of dimension m, m> >n.
the validation/ erification viewpoint. There has, however, We try to summarize the trade-offs made by some of the
been relatively little attention paid to these problems from projects in the area of communications versus parallelism
the perspective of practical high-performanrt computing. and synchronizstion/squency versus parallelism.

The difference in perspective of research in parallel com-
puting ani in the previous work in other areas is rather There are two classes of problems; those which can beamazing. There is substantial overlap between the three described as internal to the computational engine and

issues. Synchronization of sequencing is often obtained by those external to the computational engine. The internal

binding data to processes and controlling sequences by problems are those discussed preceding: of synchronization.

requests for access to data. Data movement costs may be data movement, and mapping.

dominated by multiple transfers of data caused by awk- The external problems are those of data organization and
ward mappings of processing to processing elements. Each data movement. The problems of feeding these almost

model of parallel computation is characterized by some incredibly powerful engines, or programming and of organ-
choices made on these two issues. There are a number of izing them have been little faced. The projects that have
other significant factors such as the size of the parallel made the most significant success have been ones in which
execution unit, but these may be considered design param. most aspects of the total organization are inherent in the
eters for an architecture rather than issues basic to the basic computation model cf the architecture. This includes
structuring of parallel computation. the data flow model and the systolic model.

One important characterization of parallel computing is A summary of the status of high-performance parallel
the ttre that communication paths and synchronization computing might be that it is clearly possible to design and
mechanisms are bound to hardware. Another is the selec- actually implement computational engines capable of exe-
tion of choices available in a given architecture. The time cuting a very large number of cycles, at least a factor of
of binding has a significant impact on the execution cost of ten or so. or maybe a hundred above today's technology.
both data movement and S/S. An early (hardware) bind- The problem is that it is Wot possible to curreotly imple-
ing of S/S usually implies low overhead. Run-time ment systems which will in fact deliver such cycles usefully
(software) S/S usually implies a higher overhead per syn- to users.
chronization action. An SIMD architecture is synchronized A further qualification is that it is probably possible to
by explicit hardware clocking. The SIS overhead is built in build effective high-prformance parallel engines only fortobil efeciv hig-prfrmnc paralle engine onl forutineeuto ndi
to the basic cycle times of instruction execution and i m tasks of limited dimensionality. It does seem clear that
visible as 'overhead". An MIMD architecture must, how- there can be built specialized SIMD architectures (such as
ever, be synchronized at execution time since the times of systolic arrays) which will be very effective on problems of
interactions cannot be predicted. Danaflow models of com- limited dimensionality. It seems to this writer that data
puting, whether data driven or demand driven, map the flow and MIMD architectures hold more promise as gen-
synchronization and sequencing entirely to the communica- erally applicable parallel architeures than do the special.
tion problem. ized SIMD architecture but their promise also secrs a bit

Analysis of communication and data movement overhead further from realization because of the greater complexity
is far more complex. There are two variables here; in obtaining efficient solutions to communication and syn-
geometry of paths and circuit-type paths versus packet- chronization problems in these late binding architectures.
type paths. Both geometry and routing must be bound to There is a need for comprehensive projects which take an
hardware at some point between hardware design and pro- integrated approach to the entire problem. These will
gram execution. The endpoints of communication architec-
ture are a fixed single geometry network and a shared require large scale funding, organizational skills, technical

memory ..rchitecturc. A fixed geometry of paths between trength in software, architecture as well as hardware and

processing elements will give efficient unit transfers if the enginering.
paths are circuits. The amount of data which must be One problem area which needs immediate emphasis is an

moved to execute a given algorithm may. however, vary analytical approach to determination of the parallel struc-

dramatically between path geometries. A poor match turing of significant algorithmns for both mathematical and

between architecture geometry and algorithm can lead to data-oriented modeling. There are two approaches. One is
order of magnitude degradations in performance. There to map algorithms to specific architectures. This approach
have recently begun some serious studies of this problem is the staple of parllcl analysis. The other approach is to

[GEN78. GRO80. KAPI I. Packet switching offers look for the "natural' parallel struciure of significant algo-

greater flexibility than static circuit switching, is still rcs- rithms The third task is to search for algorithms with a

tricted by network path structures, and pays an overhead high degree of "natural' parallelism. The knowledge

cost in that a routing decLeion must be taken at each step derived from this work can have significant impact on the

through the network- A miltiprocessor in which all proces- design of special-purpose architectures.

sors share a common memory can implement any corn- We would emphasize that this work needs to go beyond _0
munication geometry but must pay its overhead in either consideration of algorithms in isolation to consideration of
resolving or avoiding memory conflict. significant problems. The MIT studies of SIMPLE and

The problems of mapping processing to processors is the weather codes and the Texas study of PIC code are
models of this type of work.



it is the opinionl of this writer that many parallel architec-

ture projects would benefit from an infusion of software

and application expertise and emphasis.
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APPENDIX D

POSITION PAPER ON SOFTWARE PRODUCTIVITY

by

Alfred M. Pietrasanta

IBM Systems Research Institute
New York, New York

Introduction absence of data, investment becomes an act of faith rather
The state-of-the-art of software productivity is primitive, than a business decision. Software professionals must step
Professionals intuitively believe that there is a wide range up to their responsibility to put software productivity on an
of individual and group productivity; that there are key objective, rational, quantifiable base. Given that base, wevariables which influenc productivity; that productivity can move forward with sound investments in process tools
has not significantly changed in the last decade; that there and support to exploit the great potential which exists for
is a critical need to improve productivity, that there is software productivity improvement.
potential to achieve this improvement. Areas of Investigation

However, these beliefs are subjective and difficult to sub. Listed below are a few possibilities for investigation. Each
stantiate. There is virtually no objective evidence backed of these attack some facet of the complex question of
up by comprehensive data collection, controlled experimen- software productivity, attempting to highlight both the
ation, comparative evaluation. The critically important major inhibitors to improved productivity, and the areas of 0
field of software productivity needs to be pulled out of the greatest potential for improvement.
dark ages of visceral opinion into the modern world of 7
objective, scientific evaluation.

Almost two decades ago, SDC ran a controlled experimentProducts'uy Variables on twelve programmers, showing a 5 to I variation in pro-

What makes software productivity so difficult to analyze is gram size. a 13 to I variation in program speed, and a 25
the extreme number of variables which influence produc- to I variation in coding hours (productivity). This is an
tivity. There are product variables (e.g. size, complexity); immensely fruitful, but largely unexplored, research area.
product environment variables (e.g. requirements stability, Some interesting questions: What is individual productivity
interface controls, testing complexity); development pro- variability; What causes the variation; What can be done
cess variables (e.g. planning rigor, support tools, computer about it?
support); people variables (e.g. individual experience and 2) Product Variability
capability, management capability), to name a very few.

A deceptively simple question, "how does productivity varyProductivity Meosw'ement with program size" remains unanswered. Some data shows P..-
Compounding this awesome multi-variable problem is the productivity to be constant with size; other data shows pro-
disconcerting fact that there is no standard definition of ductivity decreasing with increasing size Internal IBM
software productivity. Everyone defines it differently, and data shows productivity increasing with increasing size.
measures it differently. As a result, the few measurements Professionals intuitively know that there is a spectrum of
which do exist cannot be compared. Even such "simple' program complexity, from 'simple" programs to "complex"
parameters as lines of code, people months or dollars can programs. They also intuitively believe that complexity is
have extremely wide variations based on what the correlated with nroductivity. Internal IBM data shnwa a A
measurer includes or excludes. to I variation in productivity, based on complexity. Given
Productivity Improvement the fact that there is no standard definition for either pro-
From a strategic point of view, the direction is clear. ductivity or complexity, this area could benefit from some
Software development is still a heavily labor-intensive pro- research.

cess. The productivity of labor-intensive processes can be 3) Support Variabiliry
improved by automation, by replacing human activities A. J. Thadani's article in the IBM Systems Journal (Vol.
with tools and computers, by minimizing human errors 20, No. 4, 1981) appears to offer great potential for pro-
which result in expensive defect detection and correction. ductivity improvement. He shows that providing an
Since the human, creative component of software develop- interactive user with sub-second response time can improve
ment will never be eliminated, software productivity can the user's productivity (interactions per hour) by two to
also be improved by providing programmers with a support three times. This could indicate that one of the biggest
environment which will allow them to work at their inhibitors to improved productivity could be the amount of
optimal productivity. computer support backing up the interactive programmer.
The strategy is clear, but implementing the strategy is 4) Process Aulomation
very hard. Every potential productivity improvement
requires an investment, and management would like some The potential for productivity improvement through
quantifiable indication of return on investment. In the automated tools - particularly at the front end of the



development proces - is significant, but largely subjective.
Formal requirements definition, formal specifications.
abstract prototypes, reusable design libraries. are a few of
the technologies explored in modern softu!are engineering.
However. basic questions of cost and productivity tradeoffs 0
with these technologies are not well understood. On the
negative side there is the investment in technology develop-
ment and people education, on the positive side is the
potential decrease in testing and maintenance costs. These
costulproductivity tradeoffs need quantification.

5) Productivity and Quality -

An absolutely fundamental question is how productivity .
relates to quality. Some very preliminary IBM data shows
that post-ship quality directly correlates with pre-ship pro-
ductivity. Since quality and productivity are perhaps the
two basic parameters of most interest to the programming
profession, we need to better understand their interrela-
tionship.
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